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10 February 2020

1. In the variance components model given in lectures, write down the set
of values which can be take by the variance component σ2

1.

From the form of the matrix V in lectures, it is clear that σ2
1 + σ2 ≥ 0

and so σ2
1 ≥ −σ2, so negative variance components are possible.

2. Write down the form of a generalized linear model with a normal dis-
tribution and a log link function. Explain the difference between this
and a Box-Cox transformation with λ = 0.

The GLM is Yi ∼ N(µi, σ
2), where log µi = x′

iβ. Here the data have a
normal distribution and so, for example, can take negative values, even
though they come from a distribution whose mean must be positive. In
the Box-Cox transformation, the data must be positive and come from
a positively skewed distribution.
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3. Consider the two candidate models

Yi = θ0e
θ1xi + εi

and
log Yi = log θ0 + θ1xi + εi,

where ε ∼ N(0, σ2I) in each case.

(a) Explain the similarities and differences between these two models.

The models have the same relationship between the mean response
and the explanatory variables, but a different assumed distribu-
tion, e.g. the first model assumes constant variance, while the
second assumes that the variance increases with the mean.

(b) How should an experimenter decide between them?

Using prior knowledge (e.g. that the data must be positive) or
residuals from fitting to decide what is the more appropriate vari-
ance structure.

(c) Suggest a more general model that could be used instead of either
of these.

Y
(λ)
i =

(
θ0e

θ1xi
)(λ)

+ εi.
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