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Chapter 1

Differential Geometry
and Mathematical Physics

Andrew Hone and Steffen Krusch
School of Mathematics, Statistics & Actuarial Science

University of Kent, Canterbury CT2 7NF, UK

The chapter will illustrate how concepts in differential geometry arise
naturally in different areas of mathematical physics. We will describe
manifolds, fibre bundles, (co)tangent bundles, metrics and symplectic
structures, and their applications to Lagrangian mechanics, field theory
and Hamiltonian systems, including various examples related to inte-
grable systems and topological solitons.

1. Manifolds

Manifolds are a central concept in mathematics and have natural applica-
tions to problems in physics. Here we provide an example-led introduction
to manifolds and introduce important additional structures.

A simple, yet non-trivial, example of a manifold is the 2-sphere S2, given
by the set of points

S2 =

�
(x1, x2, x3) :

3�

i=1

x2
i = 1

�
.

Often, we label the points on the sphere by polar coordinates:

x1 = cosφ sin θ, x2 = sinφ sin θ, x3 = cos θ,

where 0 ≤ φ < 2π, 0 ≤ θ ≤ π.

However, there is the following problem: we cannot label S2 with a single
coordinate system such that nearby points have nearby coordinates, and
every point has unique coordinates.

1
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S

(x1, x2, x3)

Fig. 1. Stereographic projection.

Polar coordinates suffer both problems: the point (1, 0, 0) has coordi-
nates θ = π/2 and φ = 0, whereas the nearby point (

√
1 − �2,−�, 0) for

small � has coordinates θ = 0 and φ ≈ 2π− �, which is not nearby. Further-
more, the north pole (0, 0, 1) is given by θ = 0 and φ is arbitrary, which is
clearly not unique. An alternative is to use stereographic coordinates which
are constructed as follows. Let N be the north pole given by (0, 0, 1). Given
any point P ∈ S2 \ {N}, draw a line through N and P. This line inter-
sects the x1x2-plane at the point (X1, X2, 0), see Fig. 1. A short calculation
shows that these coordinates are given by X1 = x1

1−x3
, X2 = x2

1−x3
. Stereo-

graphic coordinates give every point other than the North pole N a unique
set of coordinates. However, close to the North pole nearby points do not
have nearby coordinates. In order to proceed, we have to use more than
one coordinate system, and this gives rise to the definition of a manifold.

Definition 1.1. M is an m-dimensional (differentiable) manifold if

• M is a topological space.
• M comes with family of charts {(Ui, φi)} known as an atlas.a

• {Ui} is family of open sets covering M :
�

i Ui = M.

• φi is homeomorphism from Ui onto an open subset U �
i of Rm.

• For each Ui ∩ Uj �= ∅, the map

ψij = φi ◦ φ−1
j : φj(Ui ∩ Uj) → φi(Ui ∩ Uj)

is C∞. The ψij are called crossover maps.

The above definition is illustrated in Fig. 2.

aTwo atlases are compatible if their union is again an atlas. Compatibility introduces
an equivalence relation with equivalence classes known as differential structures.
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ij = φi ◦

◦

φ−1
j : φj(Ui ∩ Uj) → φi(Ui ∩ Uj)

Uj ′ Ui ′

�ij

�i   �j –1

Fig. 2. A manifold and two overlapping charts.

Example 1.2 (The 2-sphere S2). The projection from the North pole
gives

X1 =
x1

1 − x3
, X2 =

x2

1 − x3
,

with open sets U1 = S2 \ {N} and U �
1 = R2. Then the first chart is given

by

φ1 : U1 → R2

(x1, x2, x3) �→ (X1, X2).

Similarly, the projection from the South pole results in

Y1 =
x1

1 + x3
, Y2 =

x2

1 + x3
,

with open sets U2 = S2 \ {S} and U �
2 = R2. Then the second chart is

φ2 : U2 → R2

(x1, x2, x3) �→ (Y1, Y2).

The crossover map ψ21 = φ2 ◦ φ−1
1 can then be calculated as

ψ21 : R2 \ {0} → R2; (X1, X2) �→ (Y1, Y2) =
�

X1

X2
1 + X2

2

,
−X2

X2
1 + X2

2

�
. (1.1)
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Example 1.3 (The 3-sphere S3). The 3-sphere is given by the set of
points

S3 =

�
(x1, x2, x3, x4) :

4�

i=1

x2
i = 1

�
.

It can also be labelled by stereographic coordinates, which work the same
way as for S2, e.g. Xi = xi/(1−x4) for i = 1, 2, 3 define the projection from
the North pole N . However, S3 can also be identified with the Lie group
SU(2), i.e. complex 2 × 2 matrices which satisfy

U U † = U †U = 1 and det U = 1. (1.2)

Upon setting

U =
�

z1 z2

−z̄2 z̄1

�
,

all the conditions in (1.2) are seen to be satisfied provided |z1|2 + |z2|2 = 1,

which corresponds to the equation for S3 e.g. if we set z1 = x1 + ix2,
z2 = x3 + ix4. Hence the 3-sphere can be given a group structure.

1.1. Maps between manifolds

Let M be an m-dimensional manifold with charts φi : Ui → Rm and N be
an n-dimensional manifold with charts ψj : Ũj → Rn. Let f : M → N be a
map between the two manifolds, so a point p �→ f(p). This has a coordinate
presentation

Fji = ψj ◦ f ◦ φi
−1 : Rm → Rn, x �→ ψj(f(φ−1

i (x))),

where x = φi(p) (p ∈ Ui and f(p) ∈ Ũj). Using the coordinate presenta-
tion, all the rules of calculus in Rn work for maps between manifolds. If
the presentations Fji are differentiable in all charts, then f is said to be
differentiable.

2. Fibre Bundles

Often manifolds can be built up from smaller manifolds. An important
example is the Cartesian product of two manifolds, E = M × F . Fibre
bundles are manifolds which look like Cartesian products locally, but not
globally. This concept is very useful for physics: non-trivial fibre bundles
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occur in general relativity, and also in field theories due to boundary con-
ditions “at infinity.”

Definition 2.1. A fibre bundle (E, π, M, F, G) consists of the following
properties:

• A manifold E called the total space, a manifold M called the base space
and a manifold F called the fibre (or typical fibre).

• A surjection π : E → M called the projection. The inverse image of a
point p ∈ M is called the fibre at p, namely π−1(p) = Fp

∼= F.

• A Lie group G called the structure group which acts on F on the left.
• A collection of open sets {Ui} covering M and diffeomorphisms φi :

Ui × F → π−1(Ui), such that π ◦ φi(p, f) = p. Each map φi is called a
local trivialization, since φ−1

i maps π−1(Ui) to Ui × F.

• Transition functions tij : Ui∩Uj → G, such that φj(p, f) = φi(p, tij(p)f),
so tij = φ−1

i ◦ φj holds for fixed p.

The transition functions tij satisfy the conditions

tii(p) = e ∀p ∈ Ui,

tij(p) = t−1
ji (p) ∀p ∈ Ui ∩ Uj,

tij(p) · tjk(p) = tik(p) ∀p ∈ Ui ∩ Uj ∩ Uk,

to be consistent with the fact that tij ∈ G. If all the transition functions are
the identity map e, then the fibre bundle is the trivial bundle E = M × F .
In general, the transition functions of two local trivializations {φi} and {φ̃i}
for fixed {Ui} are related via

t̃ij(p) = g−1
i (p) · tij(p) · gj(p),

where for fixed p, we define gi : F → F, gi = φ−1
i ◦φ̃i. For the trivial bundle,

tij(p) = g−1
i (p) · gj(p).

Example 2.2 (U (1) bundles over S2 and magnetic monopoles).
Consider a fibre bundle with fibre U(1) and base space S2. Let {UN , US}
be an open covering of S2 where

UN = {(θ, φ) : 0 ≤ θ < π/2 + �, 0 ≤ φ < 2π},
US = {(θ, φ) : π/2 − � < θ ≤ π, 0 ≤ φ < 2π}.

The intersection UN ∩US is a strip which is basically the equator. The local
trivializations are φ−1

N (u) = (p, eiαN ), φ−1
S (u) = (p, eiαS ), where p = π(u).
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Possible transition functions are tNS = einφ, where n ∈ Z, and define differ-
ent bundles, denoted Pn. The fibre coordinates in UN ∩ US are related via

eiαN = einφeiαS .

If n = 0 this is the trivial bundle P0 = S2 × S1. For n �= 0 the U(1) bundle
Pn is twisted. Pn is an example of a principal bundle because the fibre is
the same as the structure group G = U(1). In physics, Pn is interpreted as
a magnetic monopole of charge n.

Example 2.3 (Hopf bundle). The Hopf map π : S3 → S2, with S3 =�
x ∈ R4 : x2

1 + x2
2 + x2

3 + x2
4 = 1
�
, is defined by

ξ1 = 2(x1x3 + x2x4), ξ2 = 2(x2x3 − x1x4), ξ3 = x2
1 + x2

2 − x2
3 − x2

4,

which implies ξ2
1 + ξ2

2 + ξ2
3 = 1. It turns out that with this choice of coor-

dinates S3 can be identified with P1, a non-trivial U(1) bundle over S2,
known as the Hopf bundle.

2.1. Tangent vectors

Given a curve c : (−�, �) → M and a function f : M → R, we define
the tangent vector X [f ] at c(0) by taking the the directional derivative of
f(c(t)) along c(t) at t = 0, namely,b

X [f ] =
df(c(t))

dt

����
t=0

.

In local coordinates (xµ), with n = dimM , this becomes

n�

µ=1

∂f

∂xµ

dxµ(c(t))
dt

����
t=0

.

Hence tangent vectors act on functions via

X [f ] = Xµ

�
∂f

∂xµ

�
,

where above there is an implicit sum over repeated indices. (This is the
Einstein summation convention, and henceforth we shall always use this.)

bAlternatively, tangent vectors can be defined as equivalence classes of curves.
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Vectors are independent of the choice of coordinates, hence we write

X = Xµ ∂

∂xµ
= X̃µ ∂

∂yµ

for another set of coordinates (yµ), with Xµ and X̃µ related via X̃µ =
Xν ∂yµ

∂xν . It is very useful to define the pairing
�

dxν ,
∂

∂xµ

�
=

∂xν

∂xµ
= δν

µ,

which leads us to 1-forms (or covectors) ω = ωµdxµ, also independent
of choice of coordinates, and extends by linearity to the pairing between
vectors (or vector fields) and 1-forms:

iXω := �ω, X� = ωµXµ.

Now, under a change of local coordinates, we have

ω = ωµdxµ = ω̃νdyν =⇒ ω̃ν = ωµ
∂xµ

∂yν
. (2.1)

This can be generalized further to tensors T µ1...µq
ν1...νr of type (q, r), with

q upper (contravariant) and r lower (covariant) indices.

2.2. Tangent bundle

Let M be an n-dimensional manifold. At each point p ∈ M , tangent vectors
can be added and multiplied by real numbers, so the set of all tangent
vectors forms an n-dimensional vector space, denoted TpM . For a set of
local coordinates (xµ) at p, a basis of TpM is given by ∂/∂xµ, 1 ≤ µ ≤ n.
The union of all tangent spaces forms the tangent bundle

TM =
�

p∈M

TpM.

TM is a 2n-dimensional manifold with base space M and fibre Rn. It is an
example of an important kind of fibre bundle known as a vector bundle.

Similarly, at each point p ∈ M the 1-forms form the cotangent space
Tp

∗M, which is the dual space to TpM . The union of all cotangent spaces
forms the cotangent bundle

T ∗M =
�

p∈M

T ∗
p M,

another 2n-dimensional manifold which is a vector bundle with base space
M and fibre Rn. More generally, at each point p, tensors of type (q, r) are
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elements of the tensor product TpM ⊗ · · ·⊗TpM ⊗T ∗
p M ⊗ · · ·⊗T ∗

p M with q

copies of TpM and r copies of Tp
∗M , and the corresponding tensor bundle

is defined similarly.

Example 2.4 (The tangent bundle TS2). To construct the tangent
bundle of S2 we use the two stereographic projections as our charts. The
coordinates (X1, X2) ∈ U �

1 and (Y1, Y2) ∈ U �
2 are related via (1.1). Given

u ∈ TS2 with π(u) = p ∈ U1 ∩ U2, then the local trivializations φ1 and φ2

satisfy φ−1
1 (u) = (p, V µ

1 ) and φ−1
2 (u) = (p, V µ

2 ). The local trivialization is

t12 =
∂(Y1, Y2)
∂(X1, X2)

=
1

(X2
1 + X2

2 )2

�
X2

2 − X2
1 −2X1X2

−2X1X2 X2
1 − X2

2

�
.

The reader may check that t21(p) = t−1
12 (p).

Given a smooth map f : M → N between manifolds, we can define a
map between tangent spaces,

f∗ : TpM → Tf(p)N

V �→ f∗V,

which is called the pushforward of f . If g ∈ C∞(N) then g ◦ f ∈ C∞(M),
and the action of the vector f∗V on g is given by

f∗V (g) = V (g ◦ f).

Similarly, there is a map between cotangent spaces,

f∗ : T ∗
f(p)N → T ∗

pM

ω �→ f∗ω

called the pullback. The pullback can be defined via the pairing between
vectors and 1-forms: �f ∗ω, V �M = �ω, f∗V �N .

2.3. Sections

Definition 2.5. Let (E, M, π) be a fibre bundle. A section s : M → E is a
smooth map which satisfies π ◦ s = idM . Here, s|p is an element of the fibre
Fp = π−1(p). The space of sections is denoted by Γ(E).

A local section is defined on a subset U ⊂ M , only. Not all fibre bundles
admit global sections (defined on the whole of M).
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Example 2.6 (Vector and tensor fields). A vector field V on a manifold
M is a section of the tangent bundle: V ∈ Γ(TM), associating a tangent
vector to each point in M . In local coordinates x = (xµ) this means V =
V µ(x)∂/∂xµ, where the components V µ(x) define a map from (part of)
Rn → Rn. Similarly, a differential 1-form is a section of T ∗M , and a tensor
field of type (q, r) is a section of the corresponding tensor bundle.

Example 2.7 (Wave functions). The wave function ψ(x, t) of a single
particle in quantum mechanics can be thought of as a section of a complex
line bundle E = R3,1 × C.

Vector bundles always have at least one section, the null section s0 with

φ−1
i (s0(p)) = (p, 0)

in any local trivialization. A principal bundle E only admits a global section
if it is trivial: E = M × G. A section in a principal bundle can be used to
construct the trivialization of the bundle, using the fact that there is a right
action which is independent of the local trivialization: ua = φi(p, gia) for
any a ∈ G.

2.4. Associated vector bundle

Given a principal fibre bundle P with base M , π : P → M with π−1(p) ∼=
G, and a k-dimensional representation ρ : G → Aut(V ) of G on a vector
space V , the associated vector bundle E = P ×ρ V is defined by identifying
the points

(u, v) and (ug, ρ(g)−1v) ∈ P × V,

where u ∈ P , g ∈ G, and v ∈ V . The projection πE : E → M is defined by
πE(u, v) = π(u), which is well defined because

πE(ug, ρ(g)−1v) = π(ug) = π(u) = πE(u, v).

The transition functions of E are given by ρ(tij(p)) where tij(p) are the
transition functions of P . Conversely, a vector bundle naturally induces a
principal bundle associated with it.

2.5. Metric tensor

Manifolds can carry further structure, an important example being a met-
ric. A metric g is a (0, 2) tensor which, at each point p ∈ M , must satisfy
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the following conditions, for all U, V ∈ TpM :

(1) gp(U, V ) = gp(V, U);
(2) gp(U, U) ≥ 0, with equality only when U = 0.

The metric g provides an inner product on each tangent space TpM , and
(M, g) is called a Riemannian manifold.c The metric gives an isomorphism
between vector fields X ∈ Γ(TM) and 1-forms η ∈ Γ(T ∗M) via

g(·, X) = ηX .

In physics notation gµν and its inverse gµν lower and raise indices, and one
writes

g = ds2 = gµνdxµdxν .

If M is a submanifold of N with metric gN and f : M → N is the
embedding map, then the induced metric gM is

gMµν(x) = gNαβ(f(x))
∂fα

∂xµ

∂fβ

∂xν
.

2.6. Connection on the tangent bundle

The “derivative” of a vector field V = V µ ∂
∂xµ with respect to xν is

∂V µ

∂xν
= lim

∆xν→0

V µ(. . . , xν + ∆xν , . . . ) − V µ(. . . , xν , . . . )
∆xν

.

This does not work as the first vector is defined at x + ∆x and the second
at x. We need to transport the vector V µ from x to x + ∆x “without
change.” This is known as parallel transport, and is achieved by specifying
a connection Γµ

νλ, namely the parallel transported vector Ṽ µ is given by

Ṽ µ(x + ∆x) = V µ(x) − V λ(x)Γµ
νλ(x)∆xν .

The covariant derivative of V with respect to xν is

lim
∆xν→0

V µ(x + ∆x) − Ṽ µ(x + ∆x)
∆xν

=
∂V µ

∂xν
+ V λΓµ

νλ.

cCondition (2) defines a Riemannian metric. If g is non-degenerate but of indefinite sig-
nature, it is called pseudo-Riemannian; this is required for special and general relativity.
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In the case where a manifold comes equipped with a (pseudo-) Rieman-
nian metric g, it can be required that the metric g is covariantly constant,
meaning that if two vectors X and Y are parallel transported along any
curve, then the inner product g(X, Y ) remains constant. The condition

∇V (g(X, Y )) = 0,

yields the Levi-Civita connection. The Levi-Civita connection is specified
locally by the Christoffel symbols, written as

Γκ
µν = 1

2gκλ (∂µgνλ + ∂νgµλ − ∂λgµν) . (2.2)

Example 2.8 (General relativity). The Christoffel symbols do not
transform like a tensor. However, from them, one builds the Riemann cur-
vature tensor:

Rκ
λµν = ∂µΓκ

νλ − ∂νΓκ
µλ + Γη

νλΓκ
µη − Γη

µλΓκ
νη.

Important contractions of the curvature tensor are the Ricci tensor Ric,

Ricµν = Rλ
µλν ,

and the scalar curvature R,

R = gµνRicµν .

Now, we have the ingredients for Einstein’s field equations of general rela-
tivity, namely

Ricµν − 1
2gµνR = 8πGTµν ,

where G is the gravitational constant and Tµν is the energy–momentum
tensor which describes the distribution of matter in spacetime.

2.7. Yang–Mills theory and fibre bundles

An example of Yang–Mills theory is given by the Lagrangian density

L = 1
8Tr (FµνFµν) + 1

2 (DµΦ)† DµΦ − U(Φ†Φ), (2.3)

where U(·) is a potential energy density,

DµΦ = ∂µΦ + AµΦ, and Fµν = ∂µAν − ∂νAµ + [Aµ,Aν ] .
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Here Φ is a two-component complex scalar field (Higgs field), while Aµ

is called a gauge field and is su(2)-valued, i.e. Aµ are anti-Hermitian
2 × 2 matrices; Fµν is known as the field strength (also su(2)-valued).
This Lagrangian is Lorentz invariant: indices are raised and lowered with
the Minkowski metric gµν = diag(1,−1,−1,−1), and the Lagrangian
remains the same under linear coordinate transformations which preserve
this quadratic form.

The Lagrangian (2.3) is also invariant under local gauge transforma-
tions: Let g ∈ SU(2) be a spacetime dependent gauge transformation with

Φ �→ gΦ, and Aµ �→ gAµg−1 − ∂µg · g−1.

The covariant derivative DµΦ transforms as

DµΦ �→ ∂µ(gΦ) +
�
gAµg−1 − ∂µg · g−1

�
gΦ = gDµΦ

Hence Φ†Φ �→ (gΦ)†gΦ = Φ†g†gΦ = Φ†Φ, and similarly for (DµΦ)† DµΦ.

Finally, Fµν �→ gFµνg−1, so Tr (FµνFµν) is also gauge invariant.
Yang–Mills theory can also be described in a more mathematical lan-

guage: The gauge field Aµ corresponds to a connection on a principal SU(2)
bundle. The field strength Fµν corresponds to the curvature of the principal
SU(2) bundle. The Higgs field Φ is a section of the associated C2 vector
bundle. The action of g ∈ SU(2) on Φ and Aµ is precisely what is expected
for an associated fibre bundle. Surprisingly, mathematicians and physicists
derived the same result very much independently!

3. Forms and Integration

3.1. Differential forms

Differential r-forms are (0, r) tensor fields which are completely antisym-
metric, that is, they acquire a minus sign under interchange of any two
indices. A basis for Ωr(M), the set of r-forms on an n-dimensional mani-
fold M , is given in local coordinates at each point by

{dxµ1 ∧ · · · ∧ dxµr | 1 ≤ µ1 < · · · < µr ≤ n}.

Setting Ω0(M) = C∞(M), for 0 ≤ k, l ≤ n the wedge product gives a
bilinear map

∧ : Ωk × Ωl → Ωk+l,
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satisfying associativity, i.e. (α ∧ β) ∧ γ = α ∧ (β ∧ γ), and the property

α ∧ β = (−1)klβ ∧ α.

The exterior derivative d : Ωk → Ωk+1 can be defined as follows: Given

ω =
1
k!

ωµ1...µk
dxµ1 ∧ · · · ∧ dxµk ∈ Ωk,

its exterior derivative dω ∈ Ωk+1 is

dω =
1
k!

�
∂

∂xν
ωµ1...µk

�
dxν ∧ dxµ1 ∧ · · · ∧ dxµk .

From this definition it is an easy exercise to show that d 2ω = 0 for any
differential k-form ω.

Example 3.1 (Symplectic form). A symplectic form ω is a 2-form which
satisfies

(1) ω is closed, i.e. dω = 0;
(2) ω is non-degenerate: at each point p ∈ M , ω(U, V ) = 0 for all V ∈ TpM

implies U = 0.

In local coordinates, ω can be written as

ω = 1
2ωµνdxµ ∧ dxν .

Like a metric g, a symplectic form also provides an isomorphism between
vector fields and 1-forms via

Γ(TM) → Γ(T ∗M)

V �→ ω(·, V ),
(3.1)

and a manifold M equipped with a symplectic form is called a symplectic
manifold.

3.2. Integration on manifolds

Recall that, under change of coordinates, 1-forms transform according to
(2.1). Two charts define the same orientation provided that

det
�

∂xµ

∂yν

�
> 0. (3.2)

A manifold is orientable if for any overlapping charts Ui and Uj there exist
local coordinates xµ for Ui and yµ for Uj such that (3.2) holds. The invariant
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volume element on a (pseudo-)Riemannian manifold M is given by

Ω =
�
|g|dx1 ∧ · · · ∧ dxm where |g| = | det(gµν)|. (3.3)

Given Ω and an orientation, a function f : M → R can be integrated
over M. For one chart,

�

Ui

fΩ =
�

φi(Ui)

f(φ−1
i (x))

�
|g(φ−1

i (x)|dx1dx2 . . . dxm.

For the whole of M , one takes a partition of unity, which is a family of
differentiable functions �i(p), 1 ≤ i ≤ k such that

(1) 0 ≤ �i(p) ≤ 1;
(2) �i(p) = 0 if p �∈ Ui;
(3) �1(p) + · · · + �k(p) = 1 for any point p ∈ M .

Then the integral of f over the whole manifold M , covered by k charts, is

�

M

fΩ =
k�

i=1

�

Ui

f(p)�i(p)Ω.

A fundamental result on integration is the generalized Stokes theorem.

Theorem 3.2. If ω is an r-form and R an r + 1-dimensional region in M

with boundary ∂R, then
�

R

dω =
�

∂R

ω.

Example 3.3 (Green’s theorem). For ω = p dx + q dy in R2,

dω = (∂xq − ∂yp)dx ∧ dy.

Hence, integrating around a closed curve C enclosing a region R ⊂ R2 gives
�

C
(pdx + qdy) =

��

R

(∂xq − ∂yp)dxdy,

which is Green’s theorem in the plane.
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Example 3.4 (Stokes theorem and divergence theorem). In R3 with
ω = f1dx + f2dy + f3dz, we have

dω = (∂yf3 − ∂zf2)dy ∧ dz + (∂zf1 − ∂xf3)dz ∧ dx + (∂xf2 − ∂yf1)dx∧ dy,

which gives rise to the traditional Stokes theorem in vector form:
�

C

f · dr =
��

S

(∇ ∧ f) · n dS.

On the other hand, if ω = f1dy ∧ dz + f2dz ∧ dx + f3dx ∧ dy then

dω = (∂xf1 + ∂yf2 + ∂zf3) dx ∧ dy ∧ dz,

which yields the divergence theorem:
���

V

∇ · f dxdydz =
��

S

f · n dS.

When a manifold has a metric, there is another important operation on
forms called the Hodge star. The totally antisymmetric tensor is defined by

�µ1µ2...µn =





+1 if (µ1µ2 . . . µn) is an even permutation of (12 . . . n),
−1 if (µ1µ2 . . . µn) is an odd permutation of (12 . . . n),
0 otherwise.

The Hodge star is a linear map ∗ : Ωr(M) → Ωn−r(M) which acts on a
basis vector in Ωr(M) according to

∗(dxµ1 ∧ · · · ∧ dxµr ) =

�
|g|

n!
�µ1...µr

νr+1...νndxνr+1 ∧ · · · ∧ dxνn .

The invariant volume element in (3.3) is Ω = ∗1.

Example 3.5 (Hodge star on R3). In the Euclidean space R3,

∗1 = dx ∧ dy ∧ dz, ∗dx = dy ∧ dz, ∗dy = dz ∧ dx, ∗dz = dx ∧ dy,

∗dy ∧ dz = dx, ∗dz ∧ dx = dy, ∗dx ∧ dy = dz, ∗dx ∧ dy ∧ dz = 1.

Now suppose that (M, g) is Riemannian, dim M = n and ω is an r-form.
Then applying the Hodge star twice gives

∗ ∗ ω = (−1)r(n−r)ω,

which shows that ∗ is an isomorphism. Given the coordinate expressions

ω =
1
r!

ωµ1...µrdxµ1 ∧ · · · ∧ dxµr and η =
1
r!

ηµ1...µrdxµ1 ∧ · · · ∧ dxµr ,



November 7, 2016 13:21 Analysis and Mathematical Physics 9in x 6in 2nd Reading b2676-ch01 page 16

16 A. Hone and S. Krusch

in terms of the volume form (3.3) we have

ω ∧ ∗η = · · · = 1
r!

ωµ1...µrη
µ1...µr Ω.

Thus an inner product on r-forms is defined via

(ω, η) =
�

M

ω ∧ ∗η, (3.4)

and this product is symmetric and positive definite.

Example 3.6 (Ginzburg–Landau potential). Ginzburg–Landau vor-
tices on R2 are minimals of the potential energy functional

V (φ, a) =
1
2

�

R2

�
da ∧ ∗da + daφ ∧ ∗daφ +

λ

4
(1 − φ̄φ)2 ∗ 1

�
, (3.5)

where φ : R2 → C is a complex scalar field, a = a1 dx1 +a2 dx2 ∈ Ω1(R2) is
the gauge potential 1-form, daφ = dφ−iaφ, and ∗ is the Hodge isomorphism.
In usual physics notation,

V =
1
2

� �
1
2
f ijfij + DiφDiφ +

λ

4
(1 − φφ)2

�
dx2,

where Diφ = ∂iφ − iaiφ and f12 = ∂1a2 − ∂2a1.

Given the exterior derivative d : Ωr−1(M) → Ωr(M) we can define the
adjoint exterior derivative d † : Ωr(M) → Ωr−1(M) via

d† = (−1)nr+n+1 ∗ d ∗ .

If (M, g) is compact, orientable and without boundary, and α ∈ Ωr(M),
β ∈ Ωr−1(M) then

(dβ, α) = (β, d†α),

so d† is the adjoint with respect to the inner product (3.4). The Laplacian
∆ : Ωr(M) → Ωr(M) is defined by

∆ = (d + d†)2 = dd† + d†d .

For a function f : M → R, it is a useful exercise to show that in coordinates
the Laplacian is given by

∆f = − 1�
|g|

∂ν(
�
|g|gµν∂µf).
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An r-form ωr is called harmonic if ∆ωr = 0, and the set of harmonic
r-forms is denoted by Harmr(M).

Theorem 3.7 (Hodge decomposition).

Ωr(M) = dΩr−1(M) ⊕ d†Ωr+1 ⊕ Harmr(M),

that is, any ωr ∈ Ωr(M) can be decomposed as

ωr = dαr−1 + d†βr+1 + γr

with ∆γr = 0.

In fact, Harmr(M) ∼= Hr(M), where Hr(M) is the de Rham cohomol-
ogy group (closed r-forms modulo exact r-forms).

Example 3.8 (Maxwell’s equations). The four Maxwell equations for
the electric field E and magnetic field B can be written in vector form as

∇ ·E = ρ, ∇ ∧ B− ∂E
∂t

= j, ∇ ·B = 0, and ∇ ∧ E +
∂B
∂t

= 0,

where, in terms of the electromagnetic potential (A0,A),

E = −∇A0 −
∂A
∂t

and B = ∇∧ A.

In differential geometry notation, the potential is encoded into a 1-form A,
and the electromagnetic field tensor is the 2-form F = dA. With a 1-form
current j, the Maxwell equations are just

d†F = j and dF = 0.

3.3. Complex manifolds

If z = x + iy and f = u + iv then f(x, y) is holomorphic in z provided the
Cauchy–Riemann equations are satisfied:

∂u

∂x
=

∂v

∂y
,

∂u

∂y
= −∂v

∂x
.

A complex manifold is a manifold such that the crossover maps ψij are all
holomorphic. Examples of complex manifolds are Cn, S2, T 2, CP n, and
S2n+1 × S2m+1.
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An almost complex structure is a (1, 1) tensor field J which acts linearly
on TpM in terms of real coordinates as

Jp
∂

∂xµ
=

∂

∂yµ
, Jp

∂

∂yµ
= − ∂

∂xµ
(3.6)

with Jp
2 = −idTpM .d In terms of complex coordinate vectors we have

Jp
∂

∂zµ
= i

∂

∂zµ
, Jp

∂

∂z̄µ
= −i

∂

∂z̄µ
.

(multiplication by i =
√
−1).

A Hermitian metric is a Riemannian metric which satisfies

gp(JpX, JpY ) = gp(X, Y ),

i.e. g is compatible with Jp. The vector JpX is orthogonal to X :

gp(JpX, X) = gp(J2
pX, JpX) = −gp(JpX, X) = 0.

For a Hermitian metric gµν = 0 and gµ̄ν̄ = 0, e.g.

gµν = g

�
∂

∂zµ
,

∂

∂zν

�
= g

�
Jp

∂

∂zµ
, Jp

∂

∂zν

�
= g

�
i

∂

∂zµ
, i

∂

∂zν

�
= −gµν .

Given the metric and an (almost) complex structure, define ω via

ωp(X, Y ) = gp(JpX, Y ), X, Y ∈ TpM.

Then ω is an antisymmetric tensor field, and invariant under Jp :

ω(X, Y ) = −ω(Y, X), ω(JpX, JpY ) = ω(X, Y ).

Moreover, ω is a real form and can be written as

ω = −igµν̄dzµ ∧ d z̄ν.

Also, ω ∧ · · ·∧ ω (dimC M times) provides a volume form for M . If dω = 0
then g is called a Kähler metric. For a Kähler manifold, the metric g is
related to the antisymmetric Kähler form ω which can be interpreted as a
symplectic 2-form.

dCompare this with the matrix appearing in the right-hand side of (4.9) below.
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Remark 3.9. As we shall see later, topological solitons of Bogomolny type
usually have a “moduli space” of static solutions which is a smooth manifold
with a natural Kähler metric given by the kinetic energy.

4. Geometry in Classical Mechanics

The language of differential geometry is extremely useful for formulating
classical mechanics. There are two main approaches: Lagrangian mechanics
and Hamiltonian mechanics; and these two approaches lead to two different
geometrical settings: symplectic geometry and Poisson geometry.

4.1. Lagrangian mechanics

The traditional formulation of Lagrangian mechanics involves two man-
ifolds, namely the configuration space Q together with its tangent bun-
dle TQ. Suppose that Q has dimension n, and local coordinates (q,v) =
(q1, q2, . . . , qn, v1, v2, . . . , vn) are given on TQ. Then the motion of a system
is specified by the Lagrangian, which is a function

L : TQ → R,

so locally L = L(q,v). If the velocity v = q̇ is the tangent vector to a path
γ in Q parametrized by time t (with dot denoting d/dt), then we can write
L = L(q, q̇) and consider the function L along the path γ. The action S
associated with L is given by integrating it between two fixed, arbitrary
times t0 < t1 to obtain

S =
� t1

t0

L(q(t), q̇(t)) dt,

and the Principle of Least Action selects those paths which are stationary
under variation of the action, i.e. δS = 0. By a standard result of the
calculus of variations [9], this yields the Euler–Lagrange equations

d
dt

�
∂L

∂q̇j

�
− ∂L

∂qj
= 0, j = 1, . . . , n. (4.1)

Example 4.1 (Harmonic oscillator). With Q = R, a harmonic oscil-
lator of mass m and frequency ω is specified by the Lagrangian L =
1
2mq̇2 − 1

2mω2q2.
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Example 4.2 (Simple pendulum). For Q = S1 with angular coordinate
q ∈ (−π, π), the Lagrangian for a simple pendulum of mass m and length
� experiencing gravitational acceleration g is L = 1

2m�2q̇2 −mg�(1− cos q).

Example 4.3 (Newton’s second law). The preceding two examples
are particular cases of a Lagrangian of the form L = 1

2

�
j mj(q̇j)2 − V (q)

(kinetic energy minus potential energy), with the Euler–Lagrange equations
(4.1) being

mj q̈
j = − ∂V

∂qj
, j = 1, . . . , n,

corresponding to Newton’s second law with conservative forces described
by the potential V .

Example 4.4 (Geodesic flow). Given a Riemannian manifold Q with
metric g given in local coordinates as ds2 = gjkdqjdqk, consider S =� t1

t0
L dt with the purely kinetic Lagrangian

L = 1
2g(q̇, q̇) = 1

2gjk(q)q̇j q̇k (4.2)

(the summation convention is assumed throughout). Then (4.1) produces

q̈j + Γj
klq̇

k q̇l = 0, (4.3)

where Γj
kl are the Christoffel symbols (2.2). These geodesic equations can

also be obtained as the paths of minimum length [5], by taking the alter-
native action

� t1
t0

ds =
� t1

t0

�
g(q̇, q̇) dt. The latter interpretation no longer

applies in the pseudo-Riemannian setting, since g is not positive definite,
e.g. in the case of general relativity with n = 4, where g has the Lorentzian
signature (+,−,−,−), and equations (4.3) describe a free particle moving
through spacetime [15].

4.2. Hamiltonian mechanics: canonical case

The Euler–Lagrange equations (4.1) are ordinary differential equations of
second order for the generalized coordinates q. An alternative formulation
of mechanics, due to Hamilton, is framed in terms of differential equa-
tions of first order. The canonical version of Hamiltonian mechanics can be
derived from the Lagrangian setting by performing a Legendre transforma-
tion, defining the generalized momenta p = (p1, p2, . . . , pn) according to

pj =
∂L

∂vj
, j = 1, . . . , n, (4.4)
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and introducing

H(q,p) = �p,v� − L(q,v), (4.5)

with �, � denoting the standard scalar product (so in components H =
pjv

j − L). In general, the Hamiltonian H can only be found as a function
of p (and q) if (4.4) can be inverted to find v = v(q,p); so the Hessian
matrix ( ∂2L

∂vj∂vk ) must be non-singular, in order to apply the implicit func-
tion theorem.

Theorem 4.5. Given momenta pj and velocities vj = q̇j related by (4.4),
and the corresponding Legendre transformation (4.5) between functions
L and H, the Euler–Lagrange equations (4.1) hold for q if and only if
Hamilton’s canonical equations

q̇j =
∂H

∂pj
, ṗj = −∂H

∂qj
(4.6)

are satisfied for j = 1, . . . , n.

Proof. From (4.5) we have on the one hand

dH = vjdpj −
∂L

∂qj
dqj +

�
pj −

∂L

∂vj

�
dvj ,

where the last term in brackets vanishes by (4.4), while on the other hand

dH =
∂H

∂qj
dqj +

∂H

∂pj
dpj .

Comparing these two expressions yields

∂H

∂qj
= − ∂L

∂qj
, vj =

∂H

∂pj
,

and with vj = q̇j the result follows. �

Example 4.6 (Natural Hamiltonian). Applying the Legendre transfor-
mation to the Lagrangian in Example 4.3, we see that the Hamiltonian is

H =
�

j

(pj)2

2mj
+ V (q),

where the momenta are pj = mj q̇
j (mass times velocity) for j = 1, . . . , n.

This is an example of a natural Hamiltonian, given as a sum of kinetic and
potential energy, with the kinetic term being quadratic in momenta.
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Example 4.7 (Geodesic Hamiltonian). The most general kinetic term,
quadratic in momenta, arises from Example 4.4. In that case, the Legendre
transformation produces the Hamiltonian for geodesic flow, which is

H = 1
2gjk(q)pjpk, (4.7)

where gjk are the components of the co-metric tensor (gjkgk� = δj
� ).

Geometrically, the formula (4.4) defines a map TQ → T ∗Q, which sends
the vector vj∂/∂qj to the Poincaré 1-form α = pjdqj . This yields the
symplectic form

ω = dα = dpj ∧ dqj , (4.8)

which endows the phase space M = T ∗Q with the natural structure of
a symplectic manifold. Any symplectic manifold is of even dimension, 2n

say, and the Darboux theorem says that in the neighbourhood of any point
there exist coordinates (q1, . . . , qn, p1, . . . , pn) (called canonical coordinates
and momenta, or Darboux coordinates) such that the symplectic form is
given by the expression (4.8).

By contraction, the symplectic form defines the isomorphism (3.1)
taking vector fields to one-forms. Thus to any function F ∈ C∞(M)
we can associate a Hamiltonian vector field VF ∈ Γ(TM), defined by
ω(·, VF ) = dF . Equations (4.6) give the flow of the Hamiltonian vector
field VH , which can be written with vector notation as

�
q̇

ṗ

�
=

�
0 1

−1 0

�



∂H

∂q

∂H

∂p


 . (4.9)

The symplectic form is preserved under Hamiltonian flow, in the sense that
ϕ∗

t ω = ω where ϕt : M → M is the time t flow map generated by VH . It
follows that for each k, 1 ≤ k ≤ n, the 2k-form ω ∧ ω ∧ · · · ∧ ω (k times) is
preserved by the flow; the particular case k = n (preservation of the phase
space volume form) is known as Liouville’s theorem, and is a key result in
statistical mechanics [16].

The inverse of the map (3.1) defines a bivector field J (a contravariant
antisymmetric 2-tensor), called the Poisson tensor, which maps 1-forms to
vector fields, so in particular VH = J(·, dH), and in terms of Darboux
coordinates the components of J are given by the matrix appearing on
the right-hand side of (4.9). The Poisson tensor can be used to define the
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Poisson bracket {, } between functions, which is a bilinear skew-symmetric
bracket given by

{F, G} = J(dF, dG) (4.10)

for F, G ∈ C∞(M). This yields the canonical Poisson bracket relations
between the Darboux coordinates, namely

{qj, pk} = δj
k, {qj, qk} = 0 = {pj , pk}. (4.11)

After quantization, the latter relations become the canonical commutation
relations discovered by Born [6].e

The problem of explicitly integrating differential equations is a difficult
one, and in general is a hopeless task. However, for a Hamiltonian system,
Poisson brackets provide an algebraic way of determining first integrals
(constants of motion) due to the following result.

Proposition 4.8. A function F is a first integral of the Hamiltonian flow
generated by H if and only if it is in involution with H, i.e. {F, H} = 0.

Proof. For any function F the time evolution is given by

dF

dt
= iVH dF = J(dF, dH) = {F, H}. (4.12)

Hence dF
dt = 0 if and only if the Poisson bracket of F with H vanishes. �

From the skew-symmetry of the bracket, it follows that H itself is a
constant of motion for the Hamiltonian flow that it generates. Thus the
solution of a Hamiltonian system is restricted to a level set H =constant,
of codimension one in phase space. If there are additional first integrals then
the motion is further restricted, and it may even be possible to integrate it
completely.

Definition 4.9 (Complete integrability). A Hamiltonian system on a
symplectic manifold M of dimension 2n is said to be completely integrable
if it admits n functions H = H1, H2, . . . , Hn which are functionally inde-
pendent (dH1 ∧dH2 ∧ · · ·∧dHn �= 0) and in involution with respect to the
Poisson bracket on M , i.e. {Hj , Hk} = 0 for all j, k.

eIn quantum mechanics, each pair of classical position and momentum variables q, p is
replaced by a pair of operators Q, P on a Hilbert space of states, satisfying [Q,P ] = i�1
(see e.g. [12, 21]).
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The above definition is also referred to as integrability in the sense of
Liouville, or Liouville integrability, due to another result known as Liou-
ville’s theorem, with a more contemporary proof and extension due to
Arnold [1].

Theorem 4.10 (Liouville–Arnold). If a Hamiltonian system satisfies
the conditions of Definition 4.9, then Hamilton’s equations for H can be
solved by quadratures. Furthermore, each compact level set of the n functions
H1, H2, . . . , Hn is diffeomorphic to an n-dimensional torus T n.

A key ingredient of the proof is the construction of action-angle coor-
dinates in the neighbourhood of each level set: these are action variables
Ij (functions of H1, H2, . . . , Hn only) and canonically conjugate angles θj

(coordinates on a torus T n). In these coordinates, the Hamiltonian is a
function of the action variables only, and Hamilton’s equations become

θ̇j =
∂H

∂Ij
, İj = 0, j = 1, . . . , n,

with the solution giving straight line motion on the torus:

θj(t) =
∂H

∂Ij
t + θj(0), Ij = constant.

So for a completely integrable system, the motion is quasiperiodic on each
compact level set of the first integrals.

Example 4.11 (Kepler problem). The Hamiltonian for a body of mass
m moving in three dimensions in an attractive central force obeying the
inverse square law is

H =
|p|2
2m

− κ

|q| , κ > 0,

where (q,p) ∈ T ∗R3 � R3 × R3. Defining the angular momentum vector

L = q × p

with components Lj, it can be verified that the canonical bracket (4.11) for
the positions and momenta leads to the relations

{Lj, Lk} = �jk�L�, (4.13)

from which it can be verified that

{H, |L|2} = {H, L3} = {|L|2, L3} = 0,

so this is a completely integrable system.
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The existence of first integrals is often associated with symmetries of
a system; this connection can be made precise using Noether’s theorem
(traditionally in the Lagrangian setting). For the Kepler problem, the con-
servation of angular momentum is a consequence of rotation invariance,
described by the Lie group SO(3), and the same is true if the potential
−κ/|q| is replaced by any rotation-invariant function V (|q|). However, the
inverse square law is special: it has an extra hidden symmetry [11], leading
to an additional conserved vector, namely the Laplace–Runge–Lenz vector
p × L − mκq/|q|.

4.3. Hamiltonian mechanics: General case

Rather than starting with a Lagrangian and proceeding via a Legendre
transformation, there is a more general formulation of Hamiltonian mechan-
ics which takes the Poisson bracket as the starting point. The development
of this point of view was actually inspired by the infinite-dimensional case
(Hamiltonian partial differential equations), which will be described below
in due course.

Definition 4.12 (Poisson bracket). Given an algebra F over R, the map

{, } : F × F → F

is called a Poisson bracket if the following properties hold ∀F, G, H ∈ F :

• Skew-symmetry: {F, G} = −{G, F};
• Bilinearity: {λF + µG, H} = λ{F, H} + µ{G, H} ∀λ, µ ∈ R;
• Jacobi identity: {F, {G, H}} + {G, {H, F}} + {H, {F, G}} = 0;
• Derivation (Leibniz rule): {F, GH} = {F, G}H + G{F, H}.

Observe that, as stated, the second property of the above is just linear-
ity in the first argument, but together with the first property this implies
bilinearity of the bracket (i.e. linearity in both arguments), and the first
three properties endow F with the structure of a Lie algebra. A manifold
M equipped with a Poisson bracket on the functions F = C∞(M) is called
a Poisson manifold. On a Poisson manifold M , a Hamiltonian vector field
VF is associated to each function by taking VF = {·, F}. If M has dimen-
sion d, then in local coordinates x = (x1, . . . , xd) the equations of motion
for the Hamiltonian H are

ẋ = J(·, dH), (4.14)
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where the Poisson tensor J is a bivector field given locally by

J =
1
2
Jjk ∂

∂xj
∧ ∂

∂xk
, Jjk = {xj , xk}.

Every symplectic manifold is also a Poisson manifold, with Poisson tensor
defined by the inverse of (3.1), but otherwise the dimension d need not
be even.

Example 4.13 (Lie–Poisson bracket for so(3)). Take M = R3 with
coordinates L = (L1, L2, L3) and bracket (4.13). The Poisson tensor has
rank 2 at all points of R3 except the origin, where it vanishes. This is
an example of a Lie–Poisson bracket: given any Lie algebra g with basis
(Xj)d

j=1 satisfying [Xj , Xk] = cjk�X� for structure constants cjk�, a linear
Poisson bracket on the dual space g∗ with coordinates (xj) is defined by
{xj , xk} = cjk�x�.

In general, a Poisson manifold is foliated by symplectic leaves: define an
equivalence relation on the points of M by saying that x ∼ y if x and y

are connected by piecewise smooth curves, each component of which is an
integral curve of a Hamiltonian vector field; then each equivalence class is
an immersed submanifold N ⊂ M , a symplectic manifold whose dimension
is the rank of the Poisson tensor at any point of N [23]. For instance, in the
preceding example, the symplectic leaves consist of two-dimensional spheres
together with the origin (dimension zero); in this case they correspond to
coadjoint orbits: the orbits of G = SO(3) acting on g∗ = so(3)∗ � R3.

Another feature of Poisson manifolds, not arising in the symplectic set-
ting, is that there can be non-constant functions whose differential is in the
kernel of J .

Definition 4.14 (Casimir function). A function C ∈ C∞(M) on a
Poisson manifold M is called a Casimir function if {C, F} = 0 ∀F ∈
C∞(M).

Example 4.15. In Example 4.13, the function

|L|2 = (L1)2 + (L2)2 + (L3)2 (4.15)

is a Casimir for the so(3) bracket (4.13). The level sets of this function
coincide with the orbits of SO(3) acting on R3.

From Proposition 4.8 it is clear that Casimir functions provide first inte-
grals for a Hamiltonian system. However, the algebra of Casimir functions



November 7, 2016 13:21 Analysis and Mathematical Physics 9in x 6in 2nd Reading b2676-ch01 page 27

Differential Geometry and Mathematical Physics 27

can be very complicated, and it is not clear what should be the correct
generalization of Definition 4.9 in the case of Poisson manifolds. Never-
theless, we can adopt the following definition from [22], which is sufficient
to describe integrability in many situations, particularly in an algebraic
context.

Definition 4.16 (Complete integrability (Poisson case)). Suppose
that the Poisson tensor is of constant rank 2n on a dense open sub-
set of a Poisson manifold M of dimension d, and that the algebra of
Casimir functions is maximal, i.e. it contains d − 2n independent func-
tions. A Hamiltonian system on M is said to be completely integrable if it
admits d − n independent functions (including the Hamiltonian H) which
are in involution.

Example 4.17 (Euler top). For a rigid body rotating freely about a
fixed point, the angular momentum is a point in the phase space M = R3

with the Poisson bracket (4.13), and the Hamiltonian is

H = −1
2

�
(L1)2

I1
+

(L2)2

I2
+

(L3)2

I3

�
,

where I = diag(I1, I2, I3) is the diagonalized inertia tensor. Hamilton’s
equations L̇j = {Lj, H} for j = 1, 2, 3 can be written in vector form as

dL

dt
= L × ω, (4.16)

where ω = I−1L is the angular momentum. The Casimir (4.15) and H

are two independent functions in involution, and the other conditions of
Definition (4.16) are satisfied, so the system (4.16) is completely integrable.

Remark 4.18. The full description of the rigid body involves a rotation
R(t) ∈ SO(3) which satisfies a second-order equation, corresponding to
geodesic motion on the group SO(3) with respect to a suitable metric [14].

In the theory of integrable systems, and especially in infinite dimensions,
there are numerous examples of systems with more than one Hamiltonian
structure.

Definition 4.19 (Bi-Hamiltonian system). Two Poisson brackets
{, }1,2 are said to be compatible if any linear combination

λ1 {, }1 + λ2 {, }2
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is also a Poisson bracket. A system is said to be bi-Hamiltonian if the flow
can be written as a Hamiltonian vector field with respect to two independent
Poisson brackets that are compatible with each other, i.e.

{·, H1}1 = {·, H2}2

for two different Hamiltonian functions H1,2.

Note that, for two Poisson brackets to be compatible, it is enough to
check that their sum satisfies the Jacobi identity. It turns out that for the
Euler top there is another Poisson bracket that is compatible with (4.13).

Example 4.20 (Bi-Hamiltonian structure for Euler top). Denote
the bracket (4.13) by {, }1, set H1 = H , and define

{L1, L2}2 =
L3

I3
, {L2, L3}2 =

L1

I1
, {L3, L1}2 =

L2

I2
.

Then {, }1,2 are compatible, and equations (4.16) can be written as

L̇j = {Lj, H2}2, j = 1, 2, 3, with H2 =
1
2
|L|2,

so the Euler top is bi-Hamiltonian.

Remark 4.21. One way to verify the preceding result is by observing that,
under the flow (4.16), any function F evolves according to

dF

dt
= det

∂(F, H1, H2)
∂(L1, L2, L3)

.

In the above, the Jacobian determinant on the right-hand-side defines the
Nambu bracket of three functions on R3 [19], denoted {F, H1, H2}.

5. Classical Field Theory

There are two obvious ways to generalize the variational approach to clas-
sical mechanics: firstly, one can consider Lagrangians with higher order
derivatives; and secondly, one can take derivatives with respect to additional
independent variables (space as well as time). The canonical Hamiltonian
framework for Lagrangians with higher derivatives was derived by Ostro-
gradsky (see [3] for applications), but higher order Lagrangians have several
features which make them undesirable for a physical theory [24]. In this
section we describe first-order Lagrangian densities for field theories and
the canonical Hamiltonian formalism, as well as more general Hamiltonian
formulations of evolutionary partial differential equations (PDEs).
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5.1. Lagrangians for scalar fields

For a single scalar field φ in Minkowski spacetime M of dimension n = d+1,
the action takes the form

S =
�

M

L dd+1x, (5.1)

where the Lagrangian density is

L = 1
2∂µφ∂µφ − V(φ), (5.2)

with the Lorentz metric g = diag(1,−1, . . . ,−1), and

∂µφ =
∂φ

∂xµ
, ∂µφ = gµν∂νφ;

and all indices are lowered and raised with gµν and gµν , the components of g

and its inverse (co-metric). Typically n = 4, and the coordinate indices are
labelled from µ = 0, so (xµ) = (x0, x1, x2, x3) = (t,x) (setting the speed
of light c = 1), and the Lagrangian is Lorentz invariant. With different
coordinates, or in a curved spacetime, the appropriate metric should be
used instead, and the volume element dnx = dd+1x in (5.1) should be
replaced by the invariant volume form (3.3). Different field theories result
from the choice of function V , which specifies the potential energy of the
field.

Taking the action (5.1) with a first-order Lagrangian density, and apply-
ing the Principle of Least Action, δS = 0, with vanishing boundary condi-
tions at infinity yields the Euler–Lagrange equations

∂

∂xµ

�
∂L

∂(∂µφ)

�
− ∂L

∂φ
= 0. (5.3)

For L given by (5.2), this becomes

∂µ∂µφ + V �(φ) = 0. (5.4)

Example 5.1 (Klein–Gordon field). This corresponds to the choice
V = 1

2m2φ2, where m is the mass. This is called a free field theory: the
resulting field equation (see (5.4) below) is linear.

Example 5.2 (φ4 theory). This is a nonlinear theory with the discrete
symmetry φ → −φ, which arises by setting V = 1

2m2φ2 − 1
4λφ4 (with λ

being a coupling constant).
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Example 5.3 (Sine-Gordon theory). The choice V = m2(1 − cosφ)
results in an integrable field theory in dimension n = 2, both at the classical
and quantum level. It has exact multiple soliton solutions called kinks.

For the case of a first-order Lagrangian with fields taking values in a
target space of dimension > 1 (e.g. sigma models, where φ takes values in a
Lie group, or Yang–Mills–Higgs theories like (2.3), with gauge fields), each
component of each field satisfies an equation of the form (5.3).

5.2. Hamiltonian field theory: canonical case

In order to formulate a field theory as a Hamiltonian system, it is necessary
to separate out space and time, which breaks Lorentz covariance. After
rewriting the action (5.1) as

S =
�

L dt, L =
�

L ddx,

the total energy (Hamiltonian) is defined by the Legendre transformation

H =
�

Rd

π ∂tφ ddx − L, π =
∂L

∂(∂tφ)
,

where π is called the momentum density. For the Lagrangian density (5.2)
the Hamiltonian becomes

H =
�

Rd

�
1
2
π2 +

1
2
|∇φ|2 + V(φ)

�
ddx.

The canonical form of Hamilton’s equations is

�
∂tφ

∂tπ

�
=

�
0 1

−1 0

�



δH

δφ

δH

∂π


 (5.5)

(cf. equation (4.9) in finite dimensions), where the Fréchet derivative of a
functional H with respect to a field u is defined by

�
δH

δu
, v

�
=

d
d�

H [u + �v]|�=0,

with �, � denoting the L2 pairing on Rd: �f, g� =
�

Rd fg ddx.
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5.3. Generalized Hamiltonian structures for PDEs

In the 1 +1-dimensional case (d = 1), we now consider PDEs involv-
ing higher spatial derivatives, which can be written as Hamiltonian sys-
tems (first order in time).f For a single field u, Hamilton’s equations take
the form

ut = J δH

δu
, (5.6)

where J is a skew-symmetric operator defining a Poisson bracket between
pairs of functionals F, G according to

{F, G} =
�

δF

δu
,J δG

δu

�
=
�

δF

δu
J δG

δu
dx.

(Integrals are taken over the whole of R, and it is assumed that all fields
and their derivatives vanish at infinity, so

�
Fxdx = 0 for any quantity F .)

Example 5.4 (First Hamiltonian structure for KdV). The
Korteweg–de Vries (KdV) equation, describing long waves moving on a
shallow canal, is

ut = u3x + 6uux. (5.7)

Letting Dx denote total derivative with respect to x, KdV can be written
in Hamiltonian form by taking J = J1 and H = H1, where

J1 = Dx, H1 =
� �

−1
2
u2

x + u3

�
dx. (5.8)

For PDEs, the notion of integrability can be defined by the existence of
an infinite set of commuting symmetries, and in the Hamiltonian setting
this is linked to infinitely many conservation laws, which can be derived
recursively from a bi-Hamiltonian structure.

Example 5.5 (Second Hamiltonian structure for KdV). Let

J2 = D3
x + 4uDx + 2ux, H2 =

�
1
2
u2 dx. (5.9)

fFor convenience, here we use subscripts to denote partial derivatives, so ut = ∂u
∂t

,

uxx = u2x = ∂2u
∂x2 , uxxx = u3x = ∂3u

∂x3 , and so on.
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The Poisson brackets {, }k defined by Jk for k = 1, 2 are compatible with
each other, and (5.7) can be written in bi-Hamiltonian form:

ut = J1
δH1

δu
= J2

δH2

δu
.

Furthermore, KdV has an infinite sequence of commuting symmetries given
in terms of the recursion operator R = J2J −1

1 by

utj = R ux, j = 0, 1, 2, . . . ,

with a corresponding sequence of conserved quantities in involution with
respect to both brackets.

If a conserved quantity is a local functional, given in the form H [u] =�
H dx for a density H = H(u, ux, uxx, . . .) given in terms of u and its

derivatives, then its Fréchet derivative is given in terms of the Euler oper-
ator E:

δH

δu
= E · H :=

∞�

j=0

(−Dx)j ∂H
∂ujx

.

Example 5.6 (Camassa–Holm equation). The equation

ut − uxxt = uuxxx + 2uxuxx − 3uux (5.10)

has three simple conserved quantities given in terms of u:

H0 =
�

u dx, H1 =
�

1
2
(u2

x + u2) dx, H2 =
�

1
2
(uu2

x + u3) dx.

To write it in bi-Hamiltonian form [4], introduce the compatible pair

J1 = −(mDx + Dxm), J2 = D3
x − Dx, with m = u − uxx.

Then, since u(x, t) = (1 − D2
x)−1m(x, t) = 1

2

�
R e−|x−y|m(y, t)dy, (5.10) is

mt = J1
δH1

δm
= J2

δH2

δm
.

Remark 5.7 (Soliton solutions). Integrable Hamiltonian PDEs typi-
cally have exact solutions in the form of localized nonlinear waves called
solitons, that preserve their speed and amplitude after collisions. The con-
struction of solitons can be achieved using the inverse scattering problem
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for an associated linear system known as a Lax pair (see [2, 13]). For the
KdV equation (5.7) the 1-soliton solution is

u(x, t) = 2k2sech2(k(x − x0) + 4k3t),

where k > 0 and x0 are arbitrary parameters, and an N -soliton solution
is a nonlinear superposition of N of these. The Camassa–Holm equation
(5.10) has peaked solitons called peakons, which are weak solutions with

u(x, t) =
N�

j=1

pj(t) e−|x−qj(t)|, m(x, t) = 2
N�

j=1

pj(t) δ(x − qj(t)),

where the peak positions qj and amplitudes pj evolve according to a
geodesic flow with Hamiltonian (4.7) and co-metric

gjk(q) = e−|qj−qk|.

6. Geometry and Soliton Dynamics

In this section, we discuss the application of differential geometry to
the dynamics of topological solitons. We also introduce some concepts in
topology.

6.1. Homotopy theory

Given a manifold M and an interval I = [0, 1] we can define paths

α : I → M : t �→ α(t), where α(0) = p0, α(1) = p1.

A loop is a path with p0 = p1. Paths can be multiplied via

α ∗ β(s) =

�
α(2s) 0 ≤ s ≤ 1

2 ,

β(2s − 1) 1
2 ≤ s ≤ 1.

The constant path is c(s) = p0 for all s ∈ I. The inverse of a paths is
α−1(s) = α(1 − s). This is not a group, yet!

Definition 6.1 (Homotopy). Let α, β : I → M be loops at p0. The loops
α and β are homotopic, denoted by α ∼ β, if there exists a continuous map
F : I × I → M such that F (s, 0) = α(s) and F (s, 1) = β(s) for all s ∈ I.

Furthermore, F (0, t) = F (1, t) = p0 for all t ∈ I.
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It can be shown that α ∼ β is an equivalence relation. Let [α] be the
equivalence class which contains α. Define a product on equivalence classes
by [α] ∗ [β] = [α ∗ β]. This gives the fundamental group π1(M, p0).g

Example 6.2. The winding number π1(S1) = Z counts how many
times a path goes around the circle. Similarly, for the punctured plane
π1(R2 \ {0}) = Z counts how many times a path encircles the origin.
The fundamental group of the torus is π1(T 2) = Z ⊕ Z; more generally,
π1(M × N) = π1(M) ⊕ π1(N).

This generalizes naturally to higher homotopy groups: Consider maps
from the cube In = I × · · · × I to a manifold M such that all the points on
the boundary ∂In of the cube are mapped to p0 ∈ M :

α : (In, ∂In) → (M, p0).

Again we can form the product α ∗ β and define the equivalence classes [α]
(also known as homotopy classes), giving the nth homotopy group πn(M).

Remark 6.3 (Summary of important results).

• Homotopy groups are Abelian for n > 1, i.e. [α] ∗ [β] = [β] ∗ [α].
• Manifolds M with π1(M) = 1 are called simply-connected.
• The degree of a map is πn(Sn) = Z related to the number of pre-images.
• πn(Sd) = 1 for 1 ≤ n < d: the map is not onto, therefore contractible.
• πn+1(Sn) = Z2, for n ≥ 3, but π3(S2) = Z which is related to the Hopf

bundle in Example 2.3.
• Homotopy groups of spheres are really complicated, e.g. πn+2(S2) = Z2

for n ≥ 2.

• Spectral sequences are an important tool: Let G be a Lie group with
subgroup H ; then

· · · → πn(H) → πn(G) → πn(G/H) → πn−1(H) → πn−1(G) → πn−1(G/H) → · · ·

is a long exact sequence. Example: G = S3, H = S1 and G/H = S2.

6.2. Homotopy groups and field theory

Field configurations at a fixed time are maps φ : Rd → M , from flat space to
a target space. Homotopies of maps occur naturally (e.g. time evolution is
continuous and connects different field configurations in the same homotopy

gIf M is arcwise connected then π1(M, p0) is isomorphic to π1(M, p1).
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class). Two scenarios naturally give rise to homotopy groups, both arising
from boundary conditions (due to finite energy):

(1) One-point compactification: There is a unique vacuum v0 ∈ M , namely,
φ(x) = v0 for x → ∞. We can identify all these points, so that topo-
logically Rd ∪ {∞} = Sd. So we need πd(M).

(2) Non-trivial maps at infinity: The vacuum is degenerate and forms a
submanifold N of M . Then in the limit |x| → ∞ there is a continuous
map φ|∞ : Sd−1

∞ → N . So we need πd−1(N).

This leads to the following classification of solitons.

πn(Sk) ungauged gauged

π1(S1) Kinks Vortices
π2(S2) Baby-Skyrmions, Lumps Monopoles
π3(S3) Skyrmions Instantons
π3(S2) Hopf Solitons

6.3. Ginzburg–Landau vortices

The Ginzburg–Landau energy is given by (3.5). In coordinates x =
(x1, x2) = (x, y) it is invariant under gauge transformations

φ(x) �→ eiα(x)φ(x), ai(x) �→ ai(x) + ∂iα(x),

where eiα(x) is a spatially varying phase. The quantity

B ≡ f12 = ∂1a2 − ∂2a1

is the magnetic field. The vacuum is φ = 1, ai = 0 and gauge transforma-
tions of this, and we require |φ| → 1 as |x| → ∞.

Transforming to polar coordinates (x, y) = (ρ cos θ, ρ sin θ), the energy is

V =
1
2

� ∞

0

� 2π

0

�
B2 + DρφDρφ +

1
ρ2

DθφDθφ +
λ

4
�
1 − φφ

�2�
ρ dρ dθ.

For finite energy fields we can fix the gauge asymptotically, so that

lim
ρ→∞

φ(ρ, θ) = eiα(θ),

where α is a continuous function of θ. As θ increases from 0 to 2π, α(θ)
increases by 2πN (φ is single valued). The winding number N is an arbitrary
integer that cannot change under smooth deformations of the field, so
remains constant in time, and is also invariant under smooth gauge trans-
formations.
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For finite energy, the covariant derivative Dθφ = (∂θ − iaθ)φ has to
vanish as ρ → ∞, so φ ∼ eiα(θ) implies aθ = dα

dθ . Hence, by Stokes’ theorem,
�

R2
B d2x =

� 2π

0

aθ dθ|ρ→∞ = α(2π) − α(0) = 2πN, (6.1)

so N measures the units of magnetic flux in the plane. If φ has only isolated
zeros, then the number of these (counted with multiplicity) is N — see
Fig. 3(a). A zero of φ is said to have multiplicity k, if on a small circle
enclosing it, − argφ increases by 2πk. For simple zeros k = ±1.

Let EN be the minimal energy V of N vortices. There are three different
regimes: (i) type I: λ < 1, EN < NE1 — the vortices attract; (ii) type
II: λ > 1, EN > NE1 — the vortices repel; (iii) critical coupling: λ = 1,
EN = NE1 — no forces between static vortices. (See Fig. 3(b).) At critical
coupling, by “completing the square” V can be written as

V =
1
2

� ��
B − 1

2
�
1 − φφ

��2

+
�
D1φ + iD2φ

�
(D1φ + iD2φ) + B

�
d2x

≥ πN,

(a)

(b)

Fig. 3. Figure (a) shows the energy density of a vortex configuration of charge
N = 4. The four peaks correspond to four single vortices. The colour indicates the
phase of the Higgs field φ. Clearly, the colour circle is completed four times as one
goes around the “circle at infinity” once. Figure (b) shows the energy of Ginzburg–
Landau vortices for charges N = 1, . . . , 4 for coupling constant λ = 0.5, 1 and 1.5.
For λ = 1 we observe EN = NE1.
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using (6.1). Demanding that the squares vanish yields the Bogomolny
equations

D1φ + iD2φ = 0, B − 1
2

�
1 − φφ

�
= 0. (6.2)

These equations cannot be solved analytically. However, a lot is known
about the solutions. For given topological charge N , the Bogomolny equa-
tions have a 2N -dimensional manifold of static solutions, known as the
moduli space MN . (Gauge equivalent solutions are identified.) All zeros of
φ have positive multiplicity (generically there are only simple zeros). A solu-
tion is completely determined by the locations of these zeros, which can be
anywhere, so MN is parametrized by N unordered points in R2, requir-
ing 2N coordinates. There are no static forces between vortices for λ = 1,
however, there will be velocity-dependent forces.

6.4. Relativistic vortex dynamics

In 2 +1 dimensions with (xµ) = (t,x), the standard relativistic
Lagrangian is

L =
1
2
DµφDµφ − 1

4
fµνfµν − λ

8
�
1 − φφ

�2
.

In the following, we will often use complex coordinates z = x + iy.

Parametrizing the moduli space for λ = 1 by vortex positions z = Zi,
assumed to be time dependent, gives a reduced Lagrangian for geodesics
on MN ,

Lred. = 1
2

�
grsŻrŻs + grsŻr

˙̄Zs + grs
˙̄Zr

˙̄Zs

�
− πN, (6.3)

summed for 1 ≤ r, s ≤ N . Setting h = log |φ|2 in (6.2) implies

∇2h + 1 − eh = 4π
N�

r=1

δ2(z − Zr).

The δ functions arise because h has logarithmic singularities at the zeros
Zr of φ. Expanding h around the point Zr gives

h(z, z̄) = 2 log |z − Zr| + ar + 1
2 b̄r(z − Zr) + 1

2br(z̄ − Z̄r) + · · · .

After a long calculation, we find grs = 0 = grs in (6.3), so this purely kinetic
Lagrangian gives rise to the moduli space metric

g = π

�
δrs + 2

∂bs

∂Zr

�
dZrdZ̄s,
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which can be shown to be Kähler. This structure provides a lot of informa-
tion about the metric, although it is only know implicitly. The moduli space
approximation captures the dynamics of vortices, in particular right-angle
scattering.

We can consider physical spaces X with a different metric, e.g.

ds2 = dt2 − Ω(dx2 + dy2),

where Ω = Ω(x, y) is a conformal factor defining the Riemannian metric
on X . Again we can “complete the square” and obtain the Bogomolny
equations

D1φ + iD2φ = 0, B − Ω
2
�
1 − φφ

�
= 0. (6.4)

For a surface X with metric defined by Ω the integral

c1 =
1
2π

�

X

f =
1
2π

�

X

B d2x

is an integer. This topological invariant is known as the first Chern number.
If X has a finite area A then we can integrate the second Bogomolny

equation over X to obtain

2
�

X

B d2x +
�

X

|φ|2 Ω d2x =
�

X

Ω d2x=⇒A

= 4πN +
�

X

|φ|2 Ω d2x ≥ 4πN,

which is called the Bradlow limit. In other words, each vortex needs an area
of at least 4π. At the Bradlow bound A = 4πN both equations (6.4) can
trivially be solved by φ = 0 and B = Ω

2 . For the torus T 2 the moduli space
metric has been calculated as an expansion around the Bradlow limit. For
the sphere S2 moduli space metric is essentially the Fubini–Study metric
close to the Bradlow limit.

For the hyperbolic plane, the background metric on the Poincaré disc
|z| < 1 is ds2 = Ω dz dz, with the conformal factor Ω = 8(1 − |z|2)−2.
Setting h = log |φ|2 we can again derive an equation for h, namely

∇2h + Ω − Ωeh = 4π

N�

r=1

δ2(z − Zr).

and this can be transformed to Liouville’s equation, which is integrable. In
this case, the moduli space is known explicitly, and

φ =
1 − |z|2
1 − |f |2

df

dz
, where f(z) =

N+1�

i=1

�
z − ci

1 − ciz

�
,
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with |ci| < 1. The positions of the vortices are the zeros of df
dz , and the

moduli space metric is

g = π

�
Ω(Zr)δrs + 2

∂bs

∂Zr

�
dZrd Z̄s

but now we can calculate bs for special cases. The metric for n vortices on
a regular polygon with m vortices fixed at the origin is given by

ds2 =
4πn3|α|2n−2dα d ᾱ

(1 − |α|2n)2


1 +

2n
�
1 + |α|2n

�
�

(m + 1)2 (1 − |α|2n)2 + 4n2|α|2n




for n �= m + 1, and by

ds2 =
12πn3|α|2n−2dα d ᾱ

(1 − |α|2n)2

for n = m+1. The non-trivial zeros are at z = α e2πik/n for k = 0, . . . , n−1.

7. Summary

In these notes we have tried to give a flavour of the most basic differential
geometric ideas that are important in mathematical physics, and provide
a dictionary between mathematical and physical terminology. The inter-
ested reader is encouraged to delve into the bibliography to gain a deeper
understanding.
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