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The higher-order interactions of complex systems, such as the brain, are captured by their simplicial
complex structure and have a significant effect on dynamics. However, the existing dynamical models
defined on simplicial complexes make the strong assumption that the dynamics resides exclusively on the
nodes. Here we formulate the higher-order Kuramoto model which describes the interactions between
oscillators placed not only on nodes but also on links, triangles, and so on. We show that higher-order
Kuramoto dynamics can lead to an explosive synchronization transition by using an adaptive coupling
dependent on the solenoidal and the irrotational component of the dynamics.
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From the brain [1–5] to social interactions [6–9] and
complexmaterials [10,11], a vast number of complex systems
have the underlying topology of simplicial complexes
[12–14]. Simplicial complexes are topological structures
formed by simplices of different dimension such as nodes,
links, triangles, tetrahedra, and so on, and capture the many-
body interactions between the elements of an interacting
complex system. In the last years, simplicial complex model-
ing has attracted significant attention [15–18] revealing the
fundamental mechanisms determining emergent network
geometry [19] and the interplay between network geometry
and degree correlations [16]. Modeling complex systems
using simplicial complexes allows for the very fertile per-
spective of considering the role that higher-order interactions
have on dynamical processes. For instance, recent works
[6–9,20–24] on simplicial complex dynamics, including
works on simplicial complex synchronization [21–24], reveal
that the topology and geometry of the simplicial complexes
and their many-body interactions induce cooperative phe-
nomena that cannotbe found inpairwise interactionnetworks.
In the last years, explosive synchronization [25,26] has

been attracting increasing scientific interest. Different
pathways to explosive synchronization have been explored
in the framework of the Kuramoto dynamics of single and
multilayer networks. These notably include correlating the
intrinsic frequency of the nodes to their degree [27] or
modulating the coupling between different oscillators
adaptively using the local order parameter in single net-
works and in multiplex networks [28,29]. An outstanding

open question is to establish the conditions that allow
explosive synchronization on simplicial complexes.
Among the papers investigating synchonization dynam-

ics beyond pairwise interactions [30,31], recent works
[22,32] have proposed a many-body Kuramoto model
where the phases associated with the nodes of the network
can be coupled in triplets or quadruplets if the correspond-
ing nodes share a triangle or a tetrahedron. Interestingly, in
this context it has been shown [22] that the many-body
Kuramoto dynamics can lead to explosive, i.e., discontinu-
ous phase transitions. However this work, together with the
vast majority of works that address the study of dynamics
on simplicial complexes has the limitation that they
associate a dynamic variable exclusively with nodes of a
network. Here we are interested in a much more general
scenario where the dynamics can be associated with the
faces of dimension n ≥ 0 of a simplicial complex. Indeed,
dynamical processes might not just reside on nodes, instead
they might be related directly to dynamics defined on
higher-dimensional simplices leading to the definition of
topological dynamical signals [33]. For instance, each link
can be associated with a flux. Flow dynamics is relevant for
biological transport networks including fungal networks
[34], tree vascular networks [35], microvascular networks
[36], or hemodynamic in the mammalian cortex [37], where
there is some evidence that the dynamics can spontaneously
give rise to oscillatory currents. Flow signals can also be
used to analyze functional magnetic resonance image
(fMRI) [38] and to study blood flow between different
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 Simplicial complexes are characterising the interactions between 
two ore more nodes and   

 are  formed by nodes, links, triangles, tetrahedra etc. 
They have been widely studied in discrete quantum gravity approaches 

They allow for topological and geometrical interpretation of higher-
order interactions

d=2 simplicial complex     d=3 simplicial complex

Simplicial complexes



Topology of Biomolecules
Wee et al. (2023)



Topology  
of higher-order brain networksbecause it allows for matching the topological cavity itself.

It is important to remember that the topological cavities are
the features of interest, not the precise cycles themselves,
though the two are clearly related. With the focus on the
topological holes, the rationale for the three subrules 2a,
2b, and 2c, is more clear. Though labor intensive, this lets
us keep the topological perspective when determining cycle
similarity. Moreover, the rationale for focusing on cavities
and not specific connections is similar to why large-scale
organization such as communities (Betzel et al. 2016), cores
(Hagmann et al. 2008), and rich-club organization (van den
Heuvel and Sporns 2011) are studied with increased inten-
sity. Composed of a plurality of interacting brain regions,
these types of structures, and not the individual brain regions
nor connections, form computational units that theoretically
act to help segregate and integrate information flow across
the brain.

One clear drawback of this method is the possibility of
false negatives. For example, a persistent homology class
may have been born which is similar to the cycle in the
average data, yet the beginning edge did not include any of
the cycle nodes and thus we would not detect this following
the above procedure. This is a first attempt to identify simi-
lar topological cavities across subjects, and we expect more
robust algorithms to be a topic of future research.

3 Results

To extract relevant architectural features of the human
structural connectome, we first encoded diffusion spectrum
imaging (DSI) data acquired from eight subjects in triplicate
as undirected, weighted networks. In this network, nodes
correspond to 83 brain regions defined by the Lausanne
parcellation (Cammoun et al. 2012) and edges correspond
to the density of white matter tracts between node pairs
(Fig. 1a). We initially study a group-averaged network, and
then demonstrate that our results are consistently observed
across individuals in the group as well as across multiple
scans from the same individual.

3.1 Cliques in the human structural connectome

Here, we use the group-averaged network thresholded at an
edge density (ρ) of 0.25 to remove spurious edges (Zalesky
et al. 2010, 2016; van den Heuvel et al. 2012) and for consis-
tency with previous studies (Sizemore et al. 2016). Results
at other densities are similar, and details can be found in the
Appendix. As a null-model, we use minimally wired net-
works (Fig. 1d) created from assigning edge weights to the
inverse Euclidean distance between brain region centers (see
Methods) observed in each of 24 scans. This model mimics

Fig. 1 Cliques are features of local neighborhoods in structural brain
networks. a Diffusion spectrum imaging (DSI) data can be sum-
marized as a network of nodes corresponding to brain regions, and
weighted edges corresponding to the density of white matter stream-
lines reconstructed between them. Here we present a group-averaged
network, where each edge corresponds to the mean density of white
matter streamlines across eight subjects scanned in triplicate. We show
the network at an edge density ρ = 0.25, and display its topology
on the brain (top), and on a circle plot (bottom). This and all brain

networks are drawn with BrainNetViewer (Xia et al. 2013). b All-to-
all connected subgraphs on k nodes are called k-cliques. For example,
2-, 3-, and 4-cliques are shown both as schematics and as features of
a structural brain network. c A maximal 4-clique has 3-, 2-, and 1-
cliques as faces. d For statistical validation, we construct a minimally
wired null model by linking brain regions by edge weights equal to
the inverse of the Euclidean distance between nodes corresponding to
brain region centers. Here we show an example of this scheme on 15
randomly chosen brain regions

J Comput Neurosci (2018) 44: –115 145120

Reimann et al.  
Cliques of neurons bound into cavities  

provide a missing link between structure and function. 
Frontiers in Computational Neuroscience 2017

Petri et al.  
"Homological scaffolds  

of brain functional networks." 
Journal of the Royal Society Interface 

2014

Sizemore et al.  
Cliques and cavities in the human connectome 
Journal of Computational Neuroscience 2018



Higher-order networks

Network theory  
of higher-order networks 

Providing a general view of the interplay 
between topology and dynamics
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What Is Topology?
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β2 = 1
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β0 = 1
β1 = 0
β2 = 0
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Ghrist 2008



Topological signals

• Synaptic signal


• Edge signals in the brain


• Citations in a collaboration network


• Speed of wind at given locations


• Currents at given locations in the ocean


• Fluxes in biological transportation networks

Topological signals are not only defined on 
nodes but also on links, triangles and 

higher-order simplices

Battiston et al. Nature Physics 2021



Can we learn the 
dynamics from the 

complex system topology?



Can we learn the topology 
from the complex system 

dynamics?
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Outline of the course: 

1. Introduction to Homology and Cohomology 

2. Hodge Laplacian and Introduction to Synchronization 

3. Topological Kuramoto model  

4. Weighted homology and Global topological synchronization 

5. Dirac operator and dynamics 



Lesson I: 
Introduction to Algebraic Topology
Introduction to simplicial complexes  

Introduction to algebraic topology 

Higher-order operators and their properties 

1. Topological signals 
2. Homology and boundary operators 
3. Cohomology and coboundary operators 
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Elements Name 7

2 Combinatorial and statistical properties of
simplicial complexes

2.1 Mathematical de�nitions

2.1.1 Basic properties of simplicial complexes and hypergraphs

A network is a graph G = (V, E) formed by a set of nodes V and a set of
links E that represent the elements of a complex system and their interactions,
respectively. Networks are ubiquitous and include systems as di�erent as the
WWW (web graphs), infrastructures (as airport networks or road networks)
and biological networks (as the brain of the protein interaction network in the
cell). Networks are pivotal to capture the architecture of complex systems,
however they have the important limitation that they cannot be used to capture
the higher-order interactions. In order to encode for the many-body interactions
between the elements of a complex system higher-order networks need to be
used. A powerful mathematical framework to describe higher-order networks is
provided by simplicial complexes. Simplicial complexes are formed by a set of
simplices. The simplices indicate the interactions existing between two or more
nodes and are defined as in the following.

SIMPLICES

A d-dimensional simplex ↵ (also indicated as a d-simplex ↵) is formed by
a set of (d + 1) interacting nodes

↵ = [v0, v1, v2 . . . , vd].

It describes a many body interaction between the nodes.
It allows for a topological and a geometrical interpretation of the simplex.

For instance a node is a 0-simplex, a link is a 1-simplex, a triangle is 2-simplex
a tetrahedron is a 3-simplex and so on (see Figure 2).

FACES

A face of a d-dimensional simplex ↵ is a simplex ↵0 formed by a proper
subset of nodes of the simplex, i.e. ↵0 ⇢ ↵.

For instance the faces of a 2-simplex [v0, v1, v2] include three nodes [v0], [v1], [v2]
and three links [v0, v1], [v0, v2], [v1, v2]. Similarly in Figure 3 we characterize
the faces of a tetrahedron.

The simplices constitute the building blocks of simplicial complexes.

Simplices

0-simplex     1-simplex          2-simplex      3-simplex   



-

 3-simplex   

Faces of a simplex

Faces

4 0-simplices           6  1-simplices                 4   2-simplices
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Simplicial complex
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𝒦
If a simplex 𝛼 belongs  
to the simplicial complex  
then every face of  𝛼 
must also belong to  𝒦

𝒦 = {[1], [2], [3], [4], [5], [6],
[1,2], [1,3], [1,4], [1,5], [2,3],
[3,4], [3,5], [3,6], [5,6],
[1,2,3], [1,3,4], [1,3,5], [3,5,6]}

8 Series Name

Figure 2 A 0-simplex is a node, a 1-simplex is a link, a 2-simplex is a triangle,
a 3-simplex is a tethrahedron and so on.

Source: Reprinted from [38] ©SISSA Medialab Srl. Reproduced by permission of IOP
Publishing. All rights reserved.

Figure 3 The faces of a 3-simplex (tetrahedron) are four 0-simplices (nodes),
six links (1-simplices) and four triangles (2-simplices).

Source: Reprinted from [38] ©SISSA Medialab Srl. Reproduced by permission of IOP
Publishing. All rights reserved.

SIMPLICIAL COMPLEX

A simplicial complex K is formed by a set of simplices that is closed
under the inclusion of the faces of each simplex.
The dimension d of a simplicial complex is the largest dimension of its
simplices.

Simplicial complexes represent higher-order networks, which include interac-
tions between two or more nodes, described by simplices. In more stringent
mathematical terms a simplicial complex K is a a set of simplices that satisfy
the following two conditions:

(a) if a simplex ↵ belongs to the simplicial complex, i.e. ↵ 2 K then any face
↵0 of the simplex ↵ is also included in the simplicial complex, i.e. if ↵0 ⇢ ↵
then ↵0 2 K;

(b) given two simplices of the simplicial complex ↵ 2 K and ↵0 2 K then either
their intersection belongs to the simplicial complex, i.e. ↵ \ ↵0 2 K or their
intersection is null, i.e. ↵ \ ↵0 = ;.

Here and in the future we will indicate with N the total number of nodes
in the simplicial complex and we will indicate with N[m] the total number



Dimension of a simplicial complex
The dimension of a simplicial complex   
is the largest dimension of its simplices  

1

6

5 4

2

3

This simplicial complex  
has dimension 2

𝒦

𝒦 = {[1], [2], [3], [4], [5], [6],
[1,2], [1,3], [1,4], [1,5], [2,3],
[3,4], [3,5], [3,6], [5,6],
[1,2,3], [1,3,4], [1,3,5], [3,5,6]}
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of m-dimensional simplices in the simplicial complex (note that N[0] = N).
Furthermore we will indicate with Qm(N) the set of all possible and distinct
m-dimensional simplices that can be present in a simplicial complexK including
N nodes. With Sm(K) we will indicate instead the set of all m-dimensional
simplices present in K.

Among the simplices of a simplicial complex, the facets play a very relevant
role.

FACET
A facet is a simplex of a simplicial complex that is not a face of any
other simplex. Therefore a simplicial complex is fully determined by the
sequence of its facets.

A very interesting class of simplicial complexes are pure simplicial com-
plexes.

PURE SIMPLICIAL COMPLEXES

A pure d-dimensional simplicial complex is formed by a set of d-
dimensional simplices and their faces.
Therefore pure d-dimensional simplicial complexes admit as facets only
d-dimensional simplices.

This implies that pure d-dimensional simplicial complexes are formed exclusively
by gluing d-dimensional simplices along their faces. In Figure 4 we show an
example of simplicial complex that is pure and an example of simplicial complex
that it is not pure.

An interesting question is whether it is possible to convert a simplicial
complex into a network and viceversa and how much information is lost/retained
in the process. Given a simplicial complex it is always possible to extract a
network known as the 1-skeleton of the simplicial complex by considering
exclusively the nodes and links belonging to the simplicial complex. Conversely,
given a network, it is possible to derive deterministically a simplicial complex
defining its clique complex obtained by taking a converting every (d + 1)-clique
of the network in a simplex of dimension d. The clique complex is a simplicial
complex. In fact, if a simplex is included in a clique complex, then all its
sub-simplices are also included. Moreover any two simplices of the clique
complex have an intersection that is either the null set or it is a simplex of the
clique complex.

Hypergraphs are an alternative representations of higher order networks that

1

6

5 4

2

3
𝒦 = {[1,2,3], [1,3,4], [1,3,5], [3,5,6]}

The facets of this  
 simplicial complex are 

Facets of a simplicial complex



Pure simplicial complex
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arsp = {1 if (r, s, p) ∈ 𝒦
0 otherwise

A pure d-dimensional simplicial complex 
is fully determined by an 
adjacency matrix tensor 

with  (d+1) indices. 
For instance this simplicial complex  

is determined by the tensor 
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Example
A simplicial complex     is  pure  

if it is formed by d-dimensional simplices  
and their faces  
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PURE SIMPLICIAL COMPLEX SIMPLICIAL COMPLEX  
THAT IS NOT PURE



The generalized degree of a -face 𝛼  

is given by the number  

of  -dimensional simplices incident to the -face 𝛼. 

 

km′ ,m(α) m

m′ m

1

6

5 4

2

3

Generalized degree

r k2,0([r])
[1] 3
[2] 1
[3] 4
[4] 1
[5] 2
[6] 1

[r, s] k2,1([r, s])
[1,2] 1
[1,3] 3
[1,4] 1
[1,5] 1
[2,3] 1
[3,4] 1
[3,5] 2
[3,6] 1
[5,6] 1

[Bianconi & Rahmede 2015, Courtney & Bianconi 2016]



Simplicial complex skeleton

From a simplicial complex is possible to generate a network  
salled the simplicial complex skeleton by  

considering only the nodes and the links of the simplicial complex



Clique complex

From a network is possible to generate a simplicial complex by  
Assuming that each clique is a simplex 

Note:  
Poisson networks have a clique number that is 3 and actually on a finite 

expected number of triangles in the infinite network limit
However

Scale-free networks have a diverging clique number, therefore the clique complex 
of a scale-free network has diverging dimension. (Bianconi,Marsili 2006)



Concatenation of the operations

Attention! 
By concatenating the operations you are not guaranteed to return to the initial  

simplicial complex

Network 
Skeleton

Clique  
complex



Simplicial complex models

Emergent Geometry 
Network Geometry with Flavor (NGF) 

[Bianconi Rahmede ,2016 & 2017]

Maximum entropy model 
Configuration model  

of simplicial complexes 
[Courtney Bianconi 2016]
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Betti numbers

β0 = 1
β1 = 2
β2 = 1

β0 = 1
β1 = 0
β2 = 1

β0 = 1
β1 = 1
β2 = 0

β0 = 1
β1 = 0
β2 = 0

Point                     Circle                        Sphere                                 Torus

Euler characteristic 

χ =
d

∑
m=0

(−1)mβm



Betti number 1 

Fungi network from Sang Hoon Lee, et. al. Jour. Compl. Net. (2016) 



Take Home Message: 
Boundary Operators

B[1] =

[1,2] [1,3] [2,3] [3,4]
[1] −1 −1 0 0
[2] 1 0 −1 0
[3] 0 1 1 −1
[4] 0 0 0 1

,
B[2] =

[1,2,3]
[1,2] 1
[1,3] −1
[2,3] 1
[3,4] 0

.

Boundary operators

The boundary of the boundary is null 

B[1]

B⊤
[1]

B⊤
[2]

Discrete divergence 

Discrete gradient 

Discrete Curl

B[m−1]B[m] = 0, B⊤
[m]B⊤

[m−1] = 0



Simplicial complex:notation

We consider a -dimensional simplicial 
complex  having   

positively oriented simplices   

(or simply r) of dimension . 

We indicate the set of all the  positively 
oriented simplices  of the simplicial complex 

d
𝒦 Nm

αm
r

m
m

Qm(𝒦)



Orientation of a simplex

[r, s] = − [s, r]

1 2

3

1 2

[r, s, q] = [s, q, r] = [q, r, s] = − [s, r, q] = − [q, s, r] = − [r, q, s]

32 Series Name

Figure 12 Example of oriented 1-dimensional and 2-dimensional simplices
with orientation induced by the node labels.

Source: Reprinted figure with permission from [27] ©Copyright (2020) by the American
Physical Society.

A m-dimensional oriented simplex ↵ is a set of m + 1 nodes

↵ = [v0, v1, . . . , vm], (3.1)

associated to an orientation wuch that

[v0, v1, . . . , vm] = (�1)�(⇡)[v⇡(0), v⇡(1), . . . , v⇡(m)] (3.2)

where �(⇡) indicates the parity of the permutation ⇡.

For instance a link ↵ = [r, s] is has opposite sign of the link [s, r], i.e.

[r, s] = �[s, r]. (3.3)

It is good practice to associate to each simplex of the simplicial complex and
orientation induced by the node labels, so that

↵ = [v0, v1, . . . , vm] (3.4)

is associated a positive orientation if

v0 < v1 < . . . < vm. (3.5)

In Figure 12 we show a 1-dimensional simplex and a 2-dimensional simplex
with orientation induced by the node labels. This practice is convenient when
working with higher-order Laplacians because it is possible to prove that the
spectral properties of these operators are independent of the choice of the node
labels as long as the orientation of the simplices is performed in this way.

THE m-CHAINS
Given a simplicial complex, a m-chain Cm consists of the elements of a
free abelian group with basis on the m-simplices of the simplicial complex.



Oriented simplicial complex

A typical choice of orientation  
of a simplicial complex, 

is to consider the orientation  
induced by the node labels,  

i.e. each simplex is oriented in an  
increasing (or decreasing) order  

of the  node labels



Oriented simplicial complex

The set of positively 
oriented simplices on 
this simplicial complex 
are: 

 
We adopt the convention that 
each 0-simplex is positively 
oriented

{[1,2,3], [1,2], [2,3], [1,3], [3,4], [1], [2], [3], [4]}



m-Chains
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Figure 13 We show a simplicial complex whose simplices have an orientation
induced by the node labels. On this simplicial complex we highlight in red the

1-chain a = [1, 2] � [2, 3] + [2, 4].

Its elements can be represented as linear combinations of the of all oriented
m-simplices

↵ = [v0, v1, . . . , vm] (3.6)

with coe�cients in Z.

Therefore every element a 2 Cm can be uniquely expressed as a linear
combination of the basis elements (m-simplices) with coe�cients in Z2. In
Figure 13 we show a simplicial complex and an example of a 1-chain a 2 C1

with

a = [1, 2] � [2, 3] + [2, 4]. (3.7)

3.2.2 The boundary maps

The boundary maps are fundamental operators acting on m-chains.

THE BOUNDARY MAP

The boundary map @m is a linear operator

@m : Cm ! Cm�1 (3.8)

whose action is determined by the action on each m-simplex of the

cm = ∑
αr∈Qm(𝒦)

cr
mαm

r ,  with cr
m ∈ ℤ

m-chain cm ∈ Cm



Oriented simplicial complex 
and m-chains

a = [1,3] − [2,3] + [2,4]

Example of 1-chain

a ∈ 𝒞1



Boundary operator
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with coe�cients in Z.

Therefore every element a 2 Cm can be uniquely expressed as a linear
combination of the basis elements (m-simplices) with coe�cients in Z2. In
Figure 13 we show a simplicial complex and an example of a 1-chain a 2 C1

with

a = [1, 2] � [2, 3] + [2, 4]. (3.7)

3.2.2 The boundary maps

The boundary maps are fundamental operators acting on m-chains.

THE BOUNDARY MAP

The boundary map @m is a linear operator

@m : Cm ! Cm�1 (3.8)

whose action is determined by the action on each m-simplex of the
34 Series Name

simplicial complex is given by

@m[v0, v1 . . . , vm] =
m’
p=0

(�1)p[v0, v1, . . . , vp�1, vp+1, . . . , vm]. (3.9)

From this definition it follows that the im(@m) corresponds to the space of
(m � 1) boundaries and the ker(@m) is formed by the cyclic m-chains.

Therefore the boundary map maps a m simplex to the (m � 1)-chain formed by
the simplices at its boundary. For instance we have

@1[r, s] = [s] � [r],
@2[r, s, q] = [r, s] + [s, q] � [r, q]. (3.10)

In particular this last expression indicates that the boundary map of a triangle is
a cyclic chain formed by the links at its boundary.

THE BOUNDARY OF THE BOUNDARY IS NULL

The boundary operator @m has the topological and algebraic property

@m@m+1 = 0 8m � 1 (3.11)

which is usually indicated by saying that the boundary of the boundary is
null. This implies that

im(@m+1) ✓ ker(@m). (3.12)

This property follows directly from the definition of the boundary. As an
example we have

@1@2[r, s, q] = @1([s, q] � [r, q] + [r, s])
= [q] � [s] � [q] + [r] + [s] � [r] = 0. (3.13)

3.2.3 Betti numbers and the Euler characteristic

The Betti numbers are topological invariants derived from the simplicial
complex, and correspond, for each m � 0, to the number of linearly independent
m-dimensional cavities in the space. Specifically the Betti number �0 provides
the number of connected components of the simplicial complex, the Betti
number �1 measures the number of 1-dimensional holes, i.e. cycles that are
not boundaries of 2-dimensional subsets of the simplicial complex, and so on
for higher-order Betti numbers. Betti numbers are not only defined for discrete
topological spaces such as simplicial complexes, but they also characterize the



Boundary operator

Therefore we have

∂m[v0, v1…, vm] =
m

∑
p=0

(−1)p[v0, v1, …, vp−1, vp+1, …, vm] .

The  boundary map        is a linear operator  

whose action is determined by the action on each n-simplex of the simplicial complex

∂n

∂m : 𝒞m → 𝒞m−1

∂2[1,2,3] = [2,3] − [1,3] + [1,2] .∂1[1,2] = [2] − [1] .

1 2 1 2

3



Boundary operator
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In particular this last expression indicates that the boundary map of a triangle is
a cyclic chain formed by the links at its boundary.

THE BOUNDARY OF THE BOUNDARY IS NULL

The boundary operator @m has the topological and algebraic property

@m@m+1 = 0 8m � 1 (3.11)

which is usually indicated by saying that the boundary of the boundary is
null. This implies that

im(@m+1) ✓ ker(@m). (3.12)

This property follows directly from the definition of the boundary. As an
example we have

@1@2[r, s, q] = @1([s, q] � [r, q] + [r, s])
= [q] � [s] � [q] + [r] + [s] � [r] = 0. (3.13)

3.2.3 Betti numbers and the Euler characteristic

The Betti numbers are topological invariants derived from the simplicial
complex, and correspond, for each m � 0, to the number of linearly independent
m-dimensional cavities in the space. Specifically the Betti number �0 provides
the number of connected components of the simplicial complex, the Betti
number �1 measures the number of 1-dimensional holes, i.e. cycles that are
not boundaries of 2-dimensional subsets of the simplicial complex, and so on
for higher-order Betti numbers. Betti numbers are not only defined for discrete
topological spaces such as simplicial complexes, but they also characterize the

Boundary group  
Cycle group 

B̂m = im(∂m+1)
̂Zm = ker(∂m)

Special groups



The boundary of a 
boundary is null

The boundary operator has the property


Which is usually indicated by saying that the boundary of the 
boundary is null.


This property follows directly from the definition of the 
boundary, as an example we have


 ∂1∂2[r, s, q] = ∂1([r, s] + [s, q] − [r, q]) = [s] − [r] + [q] − [s] − [q] + [r] = 0.

∂m∂m+1 = 0 ∀m ≥ 1



Proof
The boundary of the boundary is null. 


Proof: Indicating with  the pth missing vertex we have  ̂vp

∂m−1∂m[v0, v1, …, vm] =
m

∑
p=0

(−1)p∂m−1[v0, v1, … ̂vp…vm]

=
m

∑
p=0

(−1)p
p−1

∑
p′ =0

(−1)p′ [v0, v1, … ̂vp′ 
… ̂vp…vm]

+
m

∑
p=0

(−1)p
m

∑
p′ =p+1

(−1)p′ −1[v0, v1, … ̂vp… ̂vp′ 
…vm] = 0



Incidence matrices

B[1] =

[1,2] [1,3] [2,3] [3,4]
[1] −1 −1 0 0
[2] 1 0 −1 0
[3] 0 1 1 −1
[4] 0 0 0 1

,

B[2] =

[1,2,3]
[1,2] 1
[1,3] −1
[2,3] 1
[3,4] 0

.

Given a basis for the m simplices and m-1 simplices  
the m-boundary operator 

 

is captured by the incidence (or boundary ) matrix               

∂m[v0, v1…, vm] =
m

∑
p=0

(−1)p[v0, v1, …, vp−1, vp+1, …, vm] .

Nm−1 × Nm
B[m]



Boundary of the boundary 
is null

In terms of the incidence matrices the relation 

  

Can be expressed as 

B[m]B[m+1] = 0 ∀m ≥ 1 B⊤
[m+1]B

⊤
[m] = 0 ∀m ≥ 1

∂m∂m+1 = 0 ∀m ≥ 1



Homology groups

It follows that   is in the same homology class 
than  with 

a ∈ ker(∂m)
a + b ∈ ker(∂m) b ∈ im(∂m+1)
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topology of continuous topological spaces, such as a point (�0 = 1, �1 = �2 = 0),
a circle (�0 = �1 = 1, �2 = 0), a sphere (�0 = 1, �1 = 0, �2 = 1), and a torus
(�0 = 1, �1 = 2, �2 = 1) (see Figure 14). The Betti numbers are fundamental
invariant to characterized higher-order networks represented by simplicial
complexes. For instance, in Figure 15 we represent the data for a fungi network
studied in Ref. [66]. This planar network has a topology that can be studied by
performing the clique complex of the data, i.e. interpreting every triangle as
2-dimensional simplex and studying its Betti number �1 which characterize the
number of its 1-dimensional holes. This topological data analysis provides a
very important information about this dataset as it is already apparent from its
planar network representation. Betti numbers are becoming a very important
tool to understand the topology of higher-order networks and in particular in
neuroscience applications [8, 20–23].

In this paragraph we will provide the mathematical definition of Betti numbers
using the basic elements of algebraic topology introduced in previous chapters.
In the previous chapter we have shown that the boundary of (m + 1)-chains are
cyclic m-chains which belong ker(@m), or in other words ker(@m) ✓ im(@m+1).
In intuitive terms these are boundaries of regions of the simplicial complexes
that are "filled" by (m + 1)-dimensional simplices. For instance the boundary of
a triangle [r, s, q] is given by the 1-cyclic chain of links at its boundary. However
when the simplicial complex displays m-dimensional cavities, it means that
there are m-cyclic chains that do not delimit a (m+ 1)-dimensional region of the
simplicial complex that is filled by (m + 1)-dimensional simplices. This implies
that there are m-cyclic chains which do belong to ker(@m) but do not belong to
im(@m+1). The set of all cyclic m-chains can be classified according to di�erent
homology groups.

THE HOMOLOGY GROUPS

The homology group Hm is the quotient space

Hm =
ker(@m)

im(@m+1)
, (3.14)

denoting homology classes of m-cyclic chains that are in the ker(@m) and
they do di�er by cyclic chains that are not boundaries of (m + 1)-chains,
i.e. they are in im(@m+1).

If follows that a 2 ker(@m) is in the same homology class as a
0 = a + b where

b 2 im(@m+1). This means that two cyclic m-chains a and a
0 that only di�ers by

a boundary of a (m + 1)-chain are in the same homology class. Indeed these
two chains will enclose the same number of m-dimensional cavities. However



Homology

1 2

3
4

b = [1,2] + [2,4] − [3,4] − [1,3]

a = [2,4] − [3,4] − [2,3]

b = a + ∂2[1,2,3] = [2,4] − [3,4] − [2,3] + [1,2] + [2,3] − [1,3]

a ∼ b

The two 1-chains

are in the same homology class 

in fact
ℋ1 = ℤ



Betti numbers
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Figure 14 A point, a circle a sphere and a torus and their corresponding Betti
numbers.

a 2 ker(@m) and a
0 2 ker(@m) will not belong to the same homology class if

they enclose a di�erent number of m-dimensional cavities. The total number of
m-dimensional cavities is indicated by the Betti number �m whose algebraic
topology definition is given below.

BETTI NUMBERS

The Betti number �m indicates the number of m-dimensional cavities of a
simplicial complex and is given by the rank of the homology group Hm,
i.e.

�m = rank(Hm) = rank(ker(@m)) � rank(im(@m+1)). (3.15)

The Betti numbers of fundamental topological invariants and as such they are
the pillars of topology and TDA, as we will discuss in the next sections.

The Euler-Poincaré formula relates the Betti number to the another important
topological invariant of simplicial complexes: the Euler characteristic.

THE EULER CHARACTERISTIC AND THE EULER-POINCARÉ FORMULA

The Euler characterisic � is defined as the alternating sum of the number
of m-dimensional simplices, i.e.

� =
’
m�0

sm, (3.16)

where sm is the number of m-dimensional simplices in the simplicial
complex. According to the Euler-Poincaré formula, the Euler characteristic
� of a simplicial complex can be expressed in terms of the Betti numbers
as

� =
’
m�0

(�1)m�m. (3.17)



Betti number

1 2

3
4

b = [1,2] + [2,4] − [3,4] − [1,3]

a = [2,4] − [3,4] − [2,3]

b = a + ∂2[1,2,3] = [2,4] − [3,4] − [2,3] + [1,2] + [2,3] − [1,3]

a ∼ b

The two 1-chains

are in the same homology class 

in fact
ℋ1 = ℤ

β1 = dimℋ1 = 1



Euler characteristic
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Figure 14 A point, a circle a sphere and a torus and their corresponding Betti
numbers.

a 2 ker(@m) and a
0 2 ker(@m) will not belong to the same homology class if

they enclose a di�erent number of m-dimensional cavities. The total number of
m-dimensional cavities is indicated by the Betti number �m whose algebraic
topology definition is given below.

BETTI NUMBERS

The Betti number �m indicates the number of m-dimensional cavities of a
simplicial complex and is given by the rank of the homology group Hm,
i.e.

�m = rank(Hm) = rank(ker(@m)) � rank(im(@m+1)). (3.15)

The Betti numbers of fundamental topological invariants and as such they are
the pillars of topology and TDA, as we will discuss in the next sections.

The Euler-Poincaré formula relates the Betti number to the another important
topological invariant of simplicial complexes: the Euler characteristic.

THE EULER CHARACTERISTIC AND THE EULER-POINCARÉ FORMULA

The Euler characterisic � is defined as the alternating sum of the number
of m-dimensional simplices, i.e.

� =
’
m�0

sm, (3.16)

where sm is the number of m-dimensional simplices in the simplicial
complex. According to the Euler-Poincaré formula, the Euler characteristic
� of a simplicial complex can be expressed in terms of the Betti numbers
as

� =
’
m�0

(�1)m�m. (3.17)



Boundary Operators

B[1] =

[1,2] [1,3] [2,3] [3,4]
[1] −1 −1 0 0
[2] 1 0 −1 0
[3] 0 1 1 −1
[4] 0 0 0 1

,
B[2] =

[1,2,3]
[1,2] 1
[1,3] −1
[2,3] 1
[3,4] 0

.

Boundary operators

The boundary of the boundary is null 

B[m−1]B[m] = 0, B⊤
[m]B⊤

[m−1] = 0



Persistent homology

Filtration: distance/weights

Persistent homology Barcode

Ghrist 2008



Topological clustering
The node neighbourhood is the clique simplicial complex formed by 
the  set of all the neighbours of a node and their connections

The degree                                            Number of nodes   

Properties of the node                Properties of the node neighbourhood

The local clustering coefficient                            Density of the links 

n
ρ

kr
Cr

AP Kartun-Giles et al. (2019)



Node neighbourhoods  
with the same number  
of nodes and the  
same density of links  
can have very  
different topology

AP Kartun-Giles et al. (2019)



Topological signals, 
coboundary operators



Topological signals
Beyond the node centered description of  network dynamics 

The dynamical state of a simplicial complex includes  
node, edge, and higher-order topological signals

1

24

5

3

1

24

3

5

1

24

3

5



Topological signals
• Citations in a collaboration network


• Speed of wind at given locations


• Currents at given locations in the ocean


• Fluxes in biological transportation networks


• Synaptic signal


• Edge signals in the brain
Topological signals  

are cochains or vector fields 



Boundary Operators

B[1] =

[1,2] [1,3] [2,3] [3,4]
[1] −1 −1 0 0
[2] 1 0 −1 0
[3] 0 1 1 −1
[4] 0 0 0 1

,
B[2] =

[1,2,3]
[1,2] 1
[1,3] −1
[2,3] 1
[3,4] 0

.

Boundary operators

The boundary of the boundary is null 

B[1]

B⊤
[1]

B⊤
[2]

Discrete divergence 

Discrete gradient 

Discrete Curl

B[m−1]B[m] = 0, B⊤
[m]B⊤

[m−1] = 0
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3.3 <-cochains

<-cochains
A <-dimensional cochain 5 2 ⇠

< is a linear function 5 : C< ! R, that
associates to every <-chain of the simplicial complex a value in R.

Since the cochain indicates a linear function we have

5 (2<) =
’

82&< (K)
2
<
8 5 (U<

8 ). (3.23)

Note that thanks to the linearity of the cohain 5 we always have 5 (U<
8 ) =

�G(�U<
8 ). Given a basis the simplices of the simplicial complexes, we have

that the co-chain 5 is fully captured by the vector f = ( 51, 52 . . . 5#< )> with
58 = 5 (U<

8 ).

4 Scalar product between co-chains and metric

< 5 , 5 >= 5 ⌧
�1

5 (4.1)

4.1 Co-boundary operator X<

Co-boundary operator X<

The coboundary operator X< : ⇠< ! ⇠
<+1 associates to every <-cochain

of the simplicial complex (< + 1)-cochain

X< 5 = 5 � m<+1 (4.2)

(X< 5 ) [E0, E1, . . . , E<+1] =
<+1’
?=0

(�1) ? 5 ( [E0, E1, . . . , E?�1, E?+1 . . . E<+1])

The coboundary operator acts o The adjont of the coboundary operator X⇤< is
obatined by imposing

hX 5 , 6i = h 5 , X⇤6i (4.3)

obtaining

f(cm) = ∑
r∈Qm(𝒦)

cr
m f([αm

r ]),  with cr
m ∈ ℤ

m-cochain f ∈ Cm

cm = ∑
r∈Qm(𝒦)

cr
mαm

r ,  with cr
m ∈ ℤGiven the m-chain 

cm ∈ Cm



Oriented simplicial complex 
and m-chains

a = [1,3] − [2,3] + [2,4]

Example of 1-chain

a ∈ 𝒞1

Example 

f ∈ C1Given

then  
 f(a) = f([1,3]) − f([2,3]) + f([2,4])
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3.3 <-cochains

<-cochains
A <-dimensional cochain 5 2 ⇠

< is a linear function 5 : C< ! R, that
associates to every <-chain of the simplicial complex a value in R.

Since the cochain indicates a linear function we have

5 (2<) =
’

82&< (K)
2
<
8 5 (U<

8 ). (3.23)

Note that thanks to the linearity of the cohain 5 we always have 5 (U<
8 ) =

�G(�U<
8 ). Given a basis the simplices of the simplicial complexes, we have

that the co-chain 5 is fully captured by the vector f = ( 51, 52 . . . 5#< )> with
58 = 5 (U<

8 ).

4 Scalar product between co-chains and metric

< 5 , 5 >= 5 ⌧
�1

5 (4.1)

4.1 Co-boundary operator X<

Co-boundary operator X<

The coboundary operator X< : ⇠< ! ⇠
<+1 associates to every <-cochain

of the simplicial complex (< + 1)-cochain

X< 5 = 5 � m<+1 (4.2)

(X< 5 ) [E0, E1, . . . , E<+1] =
<+1’
?=0

(�1) ? 5 ( [E0, E1, . . . , E?�1, E?+1 . . . E<+1])

The coboundary operator acts o The adjont of the coboundary operator X⇤< is
obatined by imposing

hX 5 , 6i = h 5 , X⇤6i (4.3)

obtaining

f([αm
r ]) = − f( − [αm

r ]) ∀αm
r ∈ Qm(𝒦)

Upon a change of orientation of a simplex the value of the cochain associated to a simplex changes sign

For  a cochain can for instance express a flux along the links of the simplicial complexm = 1



Topological signals
Beyond the node centered description of  network dynamics 

The dynamical state of a simplicial complex includes  
node, edge, and higher-order topological signals
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3.3 <-cochains

<-cochains
A <-dimensional cochain 5 2 ⇠

< is a linear function 5 : C< ! R, that
associates to every <-chain of the simplicial complex a value in R.

Since the cochain indicates a linear function we have

5 (2<) =
’

82&< (K)
2
<
8 5 (U<

8 ). (3.23)

Note that thanks to the linearity of the cohain 5 we always have 5 (U<
8 ) =

�G(�U<
8 ). Given a basis the simplices of the simplicial complexes, we have

that the co-chain 5 is fully captured by the vector f = ( 51, 52 . . . 5#< )> with
58 = 5 (U<

8 ).

4 Scalar product between co-chains and metric

< 5 , 5 >= 5 ⌧
�1

5 (4.1)

4.1 Co-boundary operator X<

Co-boundary operator X<

The coboundary operator X< : ⇠< ! ⇠
<+1 associates to every <-cochain

of the simplicial complex (< + 1)-cochain

X< 5 = 5 � m<+1 (4.2)

(X< 5 ) [E0, E1, . . . , E<+1] =
<+1’
?=0

(�1) ? 5 ( [E0, E1, . . . , E?�1, E?+1 . . . E<+1])

The coboundary operator acts o The adjont of the coboundary operator X⇤< is
obatined by imposing

hX 5 , 6i = h 5 , X⇤6i (4.3)

obtaining

fr = f([αm
r ]) ∀αm

r ∈ Qm(𝒦)

Given a basis for the m-simplices of the simplicial complex,  
A m-cochain can be expressed as a vector  of elementsf



 norm between cochainsL2

We define a scalar product between -cochains as 





Which has an element by element expression





This scalar product can be generalised by introducing metric matrices (see lecture III)

m

⟨ f, f⟩ = f⊤f

⟨ f, f⟩ = ∑
r∈Qm(𝒦)

f2
r



Coboundary operator

If follows that if  is given by  . 


Then 

g ∈ Cm+1 g = δm f

g = B⊤
m+1f ≡ B̄m+1f
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3.3 <-cochains

<-cochains
A <-dimensional cochain 5 2 ⇠

< is a linear function 5 : C< ! R, that
associates to every <-chain of the simplicial complex a value in R.

Since the cochain indicates a linear function we have

5 (2<) =
’

82&< (K)
2
<
8 5 (U<

8 ). (3.23)

Note that thanks to the linearity of the cohain 5 we always have 5 (U<
8 ) =

�G(�U<
8 ). Given a basis the simplices of the simplicial complexes, we have

that the co-chain 5 is fully captured by the vector f = ( 51, 52 . . . 5#< )> with
58 = 5 (U<

8 ).

4 Scalar product between co-chains and metric

< 5 , 5 >= 5 ⌧
�1

5 (4.1)

4.1 Coboundary operator X<

Coboundary operator X<

The coboundary operator X< : ⇠< ! ⇠
<+1 associates to every <-cochain

of the simplicial complex (< + 1)-cochain

X< 5 = 5 � m<+1.

Therefore we obtain

(X< 5 ) [E0, E1, . . . , E<+1] =
<+1’
?=0

(�1) ? 5 ( [E0, E1, . . . , E?�1, E?+1 . . . E<+1])



Coboundary operator

if follows that 


δm+1 ∘ δm = 0 ∀m ≥ 1 hence B⊤
[m+1]B

⊤
[m] = 0
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Note that thanks to the linearity of the cohain 5 we always have 5 (U<
8 ) =

�G(�U<
8 ). Given a basis the simplices of the simplicial complexes, we have

that the co-chain 5 is fully captured by the vector f = ( 51, 52 . . . 5#< )> with
58 = 5 (U<

8 ).

4 Scalar product between co-chains and metric

< 5 , 5 >= 5 ⌧
�1

5 (4.1)

4.1 Coboundary operator X<

Coboundary operator X<

The coboundary operator X< : ⇠< ! ⇠
<+1 associates to every <-cochain

of the simplicial complex (< + 1)-cochain

X< 5 = 5 � m<+1.

Therefore we obtain

(X< 5 ) [E0, E1, . . . , E<+1] =
<+1’
?=0

(�1) ? 5 ( [E0, E1, . . . , E?�1, E?+1 . . . E<+1])



Discrete Gradient
If , then  indicates its discrete gradient


Indeed we have    which implies  

f ∈ C0 g = δ0 f ∈ C1

g = B⊤
[1]f g[r,s] = fs − fr

f1

f2

f3

f4

gradient



Discrete Curl
If , then  indicates its discrete curl


Indeed we have   which implies 


f ∈ C1 h = δ1g ∈ C2

g = B⊤
[2]f

h[r,s,q] = g[r,s] + g[s,q] − g[r,q]

g
[12]

g
[23]

g
[24] g

[34]

Curl



Adjoint of the coboundary operator
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The coboundary operator acts o

Adjoint operator X⇤<

The adjont of the coboundary operator X⇤< : ⇠<+1 ! ⇠
< satisfies

h6, X< 5 i =
⌦
X
⇤
<6, 5

↵
for any 5 2 ⇠

< and 6 2 ⇠
<+1.

4.2 Hodge Laplacian

4.2.1 Higher-order Laplacians and Hodge decomposition

The graph Laplacian is a fundamental operator that describes di�usion
occurring from a node to another node through links. The graph Laplacian
matrix L[0] is a # [0] ⇥ # [0] matrix typically defined in terms of the diagonal
matrix K having the degrees of the nodes on the diagonal and the adjacency
matrix A of the network as

L[0] = K � A. (4.3)

However the graph Laplacian can be equivalently defined in terms of the
incidence matrix B[1] as

L[0] = B[1]B)
[1] . (4.4)

This expression can be generalized in order to define higher-order Laplacian
L[<] (also called combinatorial Laplacians) that describe di�usion from a <

simplex to another < simplex.

Higher-order Laplacian

The higher-order Laplacian operator can be represented as a # [<] ⇥ # [<]
matrix. Since for < > 0 di�usion from a < simplex to another < simplex
can occur either though a (< � 1)-simplex or though a (< + 1)-simplex
the higher-order Laplacian L[<] with < > 0 can be decomposed as

L[<] = L3>F=
[<] + LD?

[<] , (4.5)

It follows that if  then f′ = δ*mg f′ = B[m+1]g



Adjoint of the coboundary operator




42 Series Name

The coboundary operator acts o

Adjoint operator X⇤<

The adjont of the coboundary operator X⇤< : ⇠<+1 ! ⇠
< satisfies

h6, X< 5 i =
⌦
X
⇤
<6, 5

↵
where 5 2 ⇠

< and 6 2 ⇠
<+1.

4.1.1 Higher-order Laplacians and Hodge decomposition

The graph Laplacian is a fundamental operator that describes di�usion
occurring from a node to another node through links. The graph Laplacian
matrix L[0] is a # [0] ⇥ # [0] matrix typically defined in terms of the diagonal
matrix K having the degrees of the nodes on the diagonal and the adjacency
matrix A of the network as

L[0] = K � A. (4.3)

However the graph Laplacian can be equivalently defined in terms of the
incidence matrix B[1] as

L[0] = B[1]B)
[1] . (4.4)

This expression can be generalized in order to define higher-order Laplacian
L[<] (also called combinatorial Laplacians) that describe di�usion from a <

simplex to another < simplex.

Higher-order Laplacian

The higher-order Laplacian operator can be represented as a # [<] ⇥ # [<]
matrix. Since for < > 0 di�usion from a < simplex to another < simplex
can occur either though a (< � 1)-simplex or though a (< + 1)-simplex
the higher-order Laplacian L[<] with < > 0 can be decomposed as

L[<] = L3>F=
[<] + LD?

[<] , (4.5)

If follows that if  is given by  . 


Then 

f′ ∈ Cm f′ = δ*mg

f′ = B̄⊤
[m+1]g = B[m+1]g



Discrete Divergence
If , then  indicates its discrete divergence


Indeed we have  which implies  


g ∈ C1 f = δ*0 g ∈ C0

f = B[1]g fr = ∑
s

g[sr] − ∑
s

g[rs]

g
[12]

g
[23]

g
[24] g

[34]

divergence



Boundary Operators

B[1] =

[1,2] [1,3] [2,3] [3,4]
[1] −1 −1 0 0
[2] 1 0 −1 0
[3] 0 1 1 −1
[4] 0 0 0 1

,
B[2] =

[1,2,3]
[1,2] 1
[1,3] −1
[2,3] 1
[3,4] 0

.

Boundary operators

The boundary of the boundary is null 

B[1]

B⊤
[1]

B⊤
[2]

Discrete divergence 

Discrete gradient 

Discrete Curl

B[m−1]B[m] = 0, B⊤
[m]B⊤

[m−1] = 0


